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ABSTRACT 
 
The separate situation of research has area coverage or target coverage in wireless sensor networks. Based on 
directional sensing model，the algorithm used the virtual potential field to make the sensor nodes shift positions and 
change directions automatically in monitoring area. Coverage on multiple targets is mainly in the quality of 
coverage and network service system. Coverage for multi-objective design is a multi-objective genetic algorithm to 
solve multi-objective optimization problem. Thinning algorithm can be found in the border region of the demand 
point for sparse areas which needs to make the search more uniform distribution of the solution. The operator 
introduces the compound of crossing two operators and a uniform mixing of the single point to make an analog 
binary search function be weak cross defects, and gives proof of the convergence of the algorithm by simulation to 
verify the effectiveness of the algorithm. 
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INTRODUCTION 
 

WSN (Wireless Sensor Network) is a kind of self-organization network system which consists of large number of 
inexpensive sensor nodes, and its nodes are characterized by a certain sensing ability, computing power and 
communication capabilities. It is widely used in the fields of defense and military, environmental monitoring, rescue 
works and etc. WSN works in such a way that following way: large numbers of sensor nodes are distributed in 
discrete form within the coverage area, and data is sent to or collected from nodes directly or indirectly [1-2]. 
Usually the target node is covered in a manner that sensor nodes are high density deployed to monitor the target area, 
and to improve the quos of network, information is exchanged among sensor nodes to achieve target node coverage 
and information processing. But there’re some defects, first, deployment of larger number of sensor nodes in target 
area results in existence of considerable amount of redundant nodes, which consume much network energy and 
reduce the network Qos [3-4]. Second, due to the excessive consumption of node energy, and non-rechargeable 
feature of nodes, the network tends to collapse quickly. How to distribute sensor nodes in target area reasonably to 
determine the minimum point set under certain coverage requirement, and how to limit the power consumption 
maximally, become key problems which influence the network lifetime directly. In summary, the solving of energy 
issues and coverage problem means monitoring the given area at the minimum nodes number and low energy cost, 
meanwhile, the quality of coverage should be guaranteed. It is also the study focus of this paper. Multi-objective 
optimization is a rapidly developed disciplines, is an important branch of optimization, which in some sense the 
main research goals while multiple numerical optimization problem attracted many scholars [5]. In real life, the 
natural human transformation program planning and design process in general reflect the "maximize efficiency, 
minimize costs, the basic principle of optimization measures in co-optimal strategies for solving the problem of how 
to get the win goals, in the non-cooperative game problem of how to make your own interests to maximize, 
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minimize the other's benefit, and control engineering steady, accurate, and fast time-domain index and degree of 
stability region, the system bandwidth frequency domain characteristics comprehensive are actually multi-objective 
optimization problem, so multi-objective optimization problem can be seen everywhere in the real world [6]. While 
the classical approach solves some optimization problem, but for multi-objective optimization problem but no 
efficient and practical solution, but many originated in the actual design of complex systems, modeling and planning 
problems, such as industrial manufacturing, capital operations, urban transport, reservoir design, the new urban 
layout and landscaping, energy distribution, etc., almost every important decision problems in real life to be in 
considering various constraints while optimizing a number of goals, and these problems involved in the plurality of 
target does not exist independently, are often coupled together and in a state of competition, each target has different 
dimensions and physical meaning, their complexity and competition optimization makes it very difficult. Therefore, 
the multi-objective optimization problem with a very important practical research Meaning, has become an attractive 
area of research. 
 
In real life practical applications to solve practical optimization problems, if only to consider a goal, which we call 
single-objective optimization problem otherwise termed a multi-objective optimization problem. Multi-objective 
optimization is an important field of optimization research direction, because a lot of scientific research and 
engineering practice optimization problems can be attributed to a multi-objective optimization problem [7-8]. These 
systems are located in the areas of industrial manufacturing, urban transport, capital budgeting, reservoir 
management, energy distribution, logistics, network communication, etc. can be said that there are multi-objective 
optimization problem everywhere. 
 
MATHEMATICAL MODELS OF GENETIC ALGORITHMS 
In practical applications, it is often encountered in multi-criteria or objectives, design and decision-making problems, 
such as securities investment issues, investors in order to get higher returns, you need to select the best stocks to 
invest in, in general, a outstanding shares have the following characteristics: good performance, low price-earnings 
ratio, growth higher, but usually these goals are in conflict, such as the current domestic steel industry generally 
better performance of listed companies, earnings are relatively low, but the steel industry is not sunrise industry, the 
company's growth is not high; while some small and medium sized companies although growth is high, but the 
performance is poor[9]. The high price-earnings ratio, and thus to be able to choose a good stock, you need to make 
investment decisions among these goals a balanced approach that more than a numerical target in a given region of 
the optimization problem is known as multi-objective optimization. 
 
In order to solve multi-objective optimization problem, we need to create a general mathematical model, we must 
first determine its decision variables, the general case, the decision variablesn dimensional Euclidean space as a 
point nE , namely: 
 

( )1 2 3
n

nx x ,x ,x x E= ∈⋯  (1) 

 
Second is the objective function, in general it can be assumed with p  objective functions and decision variables are 
all about function, namely: 
 

( ) ( ) ( ) ( )1 2

T

pf x f x , f x , f x =  ⋯  (2) 

 
Finally, its constraints, from a mathematical point of view, there are two constraints: inequality constraints and 
equality constraints, constraints can be defined as the m inequality constraints and k equality constraints: 

( )
( )

0

0

i

j

g x   i=1,2,3 m

h x   j=1,2,3 k

 ≤


=

⋯

⋯
 (3) 

 
If all are the minimization of the objective function value, the multi-objective optimization problem can be described 
as the following mathematical model: 
 

( ) ( ) ( ) ( )1 2

T

p

i i i

min f x f x , f x , f x

x x xα β

  =  
 ≤ ≤

⋯
 (4) 

 
Where, x is the decision variable, ( )f x is the objective function, X represents the decision vector formed by the 

decision space x, ( )ig x and ( )jh x constraints x feasible decision variables to determine the range, min represents 
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Vector Minimization, namely vector target ( ) ( ) ( ) ( )1 2

T

pf x f x , f x , f x =  ⋯  in certain constraints as far as possible the 

various sub-objective function minimization. It can be seen when the 1p = , the mathematical model for a single 
objective optimization problem mathematical model. 
 
MODELLING AND ANALYSIS 
The research work of this paper is based on the following assumptions:  
Hypothesis 1: wireless sensor network communication radius and the sensing radius are disc-shaped.  
Hypothesis 2: Coverage radiuses of each node are equal, and the movements of the nodes are synchronized parallel.  
Hypothesis 3: through some positioning algorithm the specific location information and coverage area boundary 
information can be obtained. 

Definition 1: if the coordinate of Node S is (xs, ys), the target node up’s coordinates is (xp, yp), then the Euler distance 
between the node S and destination node p, D(s,p) is : 
 

2 2( , ) ( ) ( )s p s pD s p x x y y= − + −  (5) 

 
Definition 2:Let S be a collection of n nodes randomly distributed in the target area, that is S = {s1, s2, s3 ... sn}, E, is 
the set of edges of the network graph, which represent the set  of edge whose eij=1, where eij denotes the positional 
relationship of node si and target node pj, and eij = 1 if and only if the Euclidean distance of the two nodes is less 
than or equal to the sensing radius rs, otherwise eij = 0. W = {w1, w2, w3 ... wN} is a set of initial energy of the sensor 
nodes, W follows W～N(u,σ2) normal distribution, wi represents the initial energy of the sensor nodes si, wi is the 
maximum energy amount during the working process of node si. 
 
Definition 3: if communication radius rc of sensor node and sensing radius rs follows c sr r 3≥ , completely coverage 

and connectivity can be ensured. 
 
Definition 4: the coverage rate of a wireless sensor network W deployed in the target region Ω is represented as 
follows: 
 

( ) ( ) ( )
0

,rC W f x dx f
Ω

Ω = Ω∫  (6) 

 
f(x) is the target function of optimal node subset; f(Ω) is the target area. f(x) is defined as follows: 
 

( ) ( ) ( )( )1 1 2 2f x w f x w 1 f x= + −  (7) 

 
f1 (x) and f2 (x) denote the proportional function of the node set and the number of optimal sub, w1 and w2, 
respectively, expressed as the weight value. 
 
Defining 5: Gaussian normal density function: 
 

2

2 2

1
( ) exp

2 2

r
f x

πσ σ
 

= − 
 

 (8) 

 
Then the number of nodes randomly distributed is: 
 

( )
2

lg 1 lg(1 )srn p
π= − −
Ω

 (9) 

 
Multi-objective optimization problem is that people in the production or frequently encountered problems in life, in 
most cases, due to multi-objective optimization problem in all its goals are in conflict, a sub-target improvement 
may cause the performance of other sub-goals reduced, in order to make optimal multiple targets simultaneously is 
impossible, and thus in solving multi-objective optimization problem for each sub-goal can only be coordinated and 
compromise treatment, so that each sub-objective functions are optimal as possible multi-objective optimization 
problem with a single objective optimization problem is essentially different, in order to properly solve 
multi-objective optimization problem the optimal solution, we must first multi-objective optimization of the basic 
concepts of a systematic exposition. 
 
Definition 6: N Viola Space: 
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( )
( )

1 2 3

1 2 3

T

n

T

n

i i

i i

x x ,x ,x x

y y , y , y y

x y   Iff  x =y   i=1,2,3 n

x y   Iff  x >y   i=1,2,3 n

 =

 =

 = ∀
 > ∀

⋯

⋯

⋯

⋯

 (10) 

 
Definition 7: Let mX R⊆  is a multi-objective optimization model of the constraint set, ( ) pf x R∈ is a vector objective 

function, 1x X∈ 2x X∈ , (a) ( ) ( )1 2k kf x f x< better solution called solution 1x , 2x . 1x Weak solution of ( ) ( )1 2k kf x f x≤  

called superior solution 2x . ( ) ( )1 2k kf x f x≥  Solution called indifference to solution1x , 2x . 

 
Definition 8: Let mX R⊆  be a multi-objective optimization model constraint set, ( ) pf x R∈  is a vector objective 

function, nx X∈ and nx than the X  all the other points are superior, called nx  is the multi-objective minimization 
model optimal solution. 
 
By definition, multi-objective optimization problem is to make the optimal solution x-vector objective function 

( )f x for each sub-goal is to achieve the most advantages of the solution, obviously, in most cases; the optimal 

multi-objective optimization problem solution does not exist. 
 
Definition 9: Pareto optimal solution: Let mX R⊆  be a multi-objective optimization model constraint set, ( ) pf x R∈  

is the vector of the objective function. If Xξ ∈ , ξ and there is no more than the superiority ofx , then ξ  is a 
minimal model of multi-objective Pareto optimal solution, or non-inferior solution. 
 
Seen from the above definition: Multi-objective optimization problem with a single objective optimization problem 
is essentially different, in general, multi-objective optimization problem Pareto "optimal solution is a collection of 
the Mu most cases, similar to the single-objective optimization problem in a multi-objective optimal solution 
optimization problem does not exist, there is only Pareto optimal "multi-objective optimization problem is just a 
Pareto optimal solution acceptable" not bad "solution, and usually most multi-objective optimization problem with 
multiple Pareto optimal solution. If a multi-objective optimization problem optimal solution exists, then the optimal 
solution must be Pareto optimal solution, and the Pareto optimal solution is also the optimal solution by only 
composed of these, do not contain other solutions, so can be so say, Pareto optimal solution is a multi-objective 
optimization problem reasonable solution set[10]. For practical application, must be based on the level of 
understanding of the problem and the decision-makers of personal preference, from a multi-objective optimization 
problem Pareto optimal solution set of one or more selected solution as a multi-objective optimization problem of 
optimal solution, so seeking more objective optimization problem the first step is to find all its Pareto optimal. 
 
WEIGHT COEFFICIENT OF GENETIC ALGORITHM 
Weight coefficient variation method is used to solve multi-objective optimization problem of the earliest methods. 
The basic idea is: For a multi-objective optimization problem, if for each of its sub-objective function ( )if x given 

different weights iw , where the size of iw  represents the corresponding sub-goals( )if x  in a multi-objective 

optimization problem in an important degree, the individual sub-goals weighted linear function can be expressed as: 
 

( ) ( ) ( ) ( )

( )

1 1 2 2

1

1 2

p p

p

i i
i

i
i

p

f x w f x w f x w f x

        w f x

random
w

random random random

=


 = + +

 =



= + +

∑

⋯

⋯

 (11) 

 

As to the fitness function ( )
1

p

i i
i

w f x
=
∑ roulette wheel selection can be determined by hybridization and mutation of the 

individual involved and so on. Thus, this method can provide a lot of random points to a valid interface search 
direction; this algorithm is used to Flow-shop scheduling problems, and achieved good results. 
 
Here we have normalized the objective function, when the first t Let ( )1 2 3 px ,x ,x x⋯ generation populations, 

so ( ) ( ) ( ) ( ) ( ){ }1 2 3i i i i i ph t max f x , f x , f x f x= ⋯ , then ( )if x can be normalized to the new objective function: 
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( ) ( )
( )

i
i

i

f x
g x

h t
=  (12) 

 
The new fitness function can be redefined as: 
 

( ) ( )
1

m

i i
i

G x w g x
=

=∑  (13) 

 
Adapted according to the size of the angle ( )g x with the roulette wheel selection operator ( )0p t is selected from the 

initial population of parent and points N for hybridization, parents set point set is P : 
( )

( )

1

1 1

1

1

i i i
k

i i i
k

x r x r x

x r x r x

+

+ +

 = ⋅ + − ⋅


= − ⋅ + ⋅
 (14) 

 
Wherein r is a random number between[ ]0 1, , 1i ix ,x P+ ∈  , ( )1i i

k kx ,x p t+ ∈  , ( )p t is set after hybridization offspring. Let 

( )1 2 3 nx x ,x ,x x= ⋯ be a parent population of the body( )p t , 1 2 3j , , n= ⋯ , jx is ( )x p t∈ , page j  coordinate; 

j j ja x b< < , ja and jb , respectively, of the search points in the space coordinate j The lower and upper bounds; 
k
jx ( )k

jx p t∈  is the first coordinatej , ( )p t is the first step Offspring collection; r is between [0,1] random number 

between; T is the maximum genetic algebra; t for the current genetic algebra; ( )0 1r , said that produce 0 or 1 

random number. There are: 
 

( )

( )

1

1

k
j j j j

k
j j j j

t
x x b a r

T

t
x x b a r

T

  = + − ⋅ ⋅ − 
  


  = − − ⋅ ⋅ −   

 (15) 

 
DESIGN ALGORITHM 
Through Geometry theory, the multiple coverage areas formed by the sensor nodes are deployed in the range of the 
critical target node, and let the critical nodes reside in the coverage area of multiple sensor nodes, when redundant 
data appears in one node, node status scheduling mechanisms is adopted to allow some of the nodes switch into 
sleep state to reduce the consumption of network energy. By using Gaussian normality density function and of the 
probability function for coverage area, each sub-region is iterative optimized and the optimal subset is obtained, thus 
making the entire network nodes be optimized, and the number of minimum coverage nodes can be determined. The 
algorithm has a less computational overhead, low complexity, and effectively save the energy consumption of each 
node, which in turn prolong the network life cycle, and improve the quality of the network performance. When the 
target into a cluster head monitoring area, to the neighbours cluster head node sends a packet containing the target 
information, all the monitoring to the target cluster are dynamically in the target around to form a group, cluster 
member nodes only with the cluster node communication, the cluster head and between cluster heads can be 
mutually communication. Involved in tracking has the cluster number depending on the size of the radius of the grid. 
For example, if the access grid side length equal to the radius of communication node, then a maximum of only four 
cluster capable of simultaneously monitoring to the target. When at the same time two or more than two cluster head 
and monitoring to the target, we select these clusters in a cluster head node as a leader node, cluster head first to the 
neighbours hair to send their and monitoring the distance between the target data information, if the cluster head 
received a distance closer to the target hair to information, give up campaign to become leader node. Selection 
criteria for: first, choose from the closest cluster head node; second, if there is two or more than two cluster head 
node and the target and the distance between the same, residual energy larger the lead node. All the monitoring to 
the target cluster head node will be sent to a leader node data first, and then by the leading node calculation and data 
fusion are transmitted to a data centre node. As shown in figure1: 
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Fig. 1: Complex wireless sensor network coverage 
 
Step1: randomly deploy N sensor nodes in monitored region of the target , through the relationship among the area 
of coverage, sensor nodes and the target node, from the frequent item set the target node set with the most nodes, T 
max is selected, and sensor node set is selected from the sensor nodes with high-energy . 
 
Step2: remove the frequent node set that has been selected in T, and then a new target node set T1k is formed. Judge 
whether T1k is empty. If it is, then turn to step 5. 
 
Step3: Let the optimal subset, calculate the coverage set and energy consumption of the concerned target node 
through Gaussian normal density function and probability function of coverage area, when the energy consumption 
is less than a specific value, return G, otherwise select the sensor nods with more energy as the overlay node. 
 
Step4: calculate the probability of the node by using the formula (4), (5), and (6) , then initialize NS = ∅ , 

1n = , ( ) ( )' ' ' ' ', , , , , ,G S T E W G S T E W= , determine whether SN is an empty set, and reset input items: G = (S, T, E, W), the 

output items: optimal subset initialized, judge SN is equal to the empty set. It is not an empty set. If it’s not, 
set N N hnS S S= ∪ , 1n n= + . 

 
Step5: determine the current energy of the sensor nodes within the target area which is covered the current sensor 
node, if nc w≥ , go to Step 2.  

 
Step6: calculate to determine whether there are still target nodes not covered. If there is, then the target is covered by 
only one sensor node. If the target nodes are all covered, then complete coverage is achieved. 
 
Let ( )1 2 3

t t t t
Nx ,x ,x x⋯ be the population in the first generation of the feasible solutions individualt , N is the population 

size, t
ix denotes the first-generation t , i  individuals, t

ip is Pareto superior to individual tix population the number 

of individuals, defined as the first tis ( )1t t
i is p= + t t

ix behalf of individuals ordinal values, denotedt
ix individual fitness 

function t to 1t
i t

i

f
s

= if the first generation of Pareto superior to the more individuals t , t
ix  order value is larger, the 

lower the degree of its adaptation, ie individual t
ix  worse quality; Contrary, adapt the higher the better the quality 

of the individual t
ix . 

 
By the uniform crossover design ideas, assume that hybridizes to two parent individuals were ( )1 1 2 3

T

np x ,x ,x x= ⋯ , 

( )2 1 2 3

T

np y , y , y y= ⋯ component of the inserted between their corresponding points, towered equally divided into1q − : 

 
( )

( )

( )

1 1 1 1 1

2 2 2 2 2

2 1

2 1

2 1n n n n n

y x ,x d ,x d , x q d

y x ,x d ,x d , x q d

y x ,x d ,x d , x q d

= + + + + −


= + + + + −


 = + + + + −

⋯

⋯

⋯

⋯

 (16) 
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Where 1i id y x q= − − , is the length of the corresponding component of the aliquots, as the individual components of 

uniform design factor, ( )1ix q d+ − , i  is the first horizontal factor of q , where q  and n must be greater than a prime 

number. Uniform design method according to the previous chapter, x and y will be generated in the hypercube 
formed by the q uniformly distributed points, we these points asq , x  and y offspring generated after the 
hybridization. Since the plurality of offspring in its two parent hypercube formed uniformly distributed, which is 
equivalent in the two parent individuals do a local search around. 
 
According to the crossover probability of individual populations to determine whether to participate in the cross, and 
then a random string of individual genes set a crossover point, at the intersection of genes on arithmetic crossover 
operation, matching the intersection in front of the individual genes directly copied to the offspring, after the 
intersection after the exchange of genes assigned to the corresponding offspring. Single-point crossover complex not 
only maintains a simulated binary crossover advantages, but also by increasing the solving arithmetic crossover 
search area, enhanced search capabilities of the algorithm. 
 
EVALUATION SYSTEM 
The wireless communication models for Sensor node transmitting data and receiving data are respectively the 
following: 

2
0

4
0

( , ) ( , )

  
              

  

Tr T elec amp

T elec fs

T elec amp

E k d E k E k d

E k d k d d

E k d k d d

ε
ε

−

−

−

= +

 + <=  + ≥   (17) 

 
In the above formula, ET-elec and ER-elec denote the energy consumption of wireless transmitting module and wireless 
receiving module; εfs and εamp stand for the energy consumption parameters of spatial model and multiple attenuation 
models; d0 is a constant. 
 
Experiment I: The first case is, with the same respective parameters, execute 50 times and get the mean value, then 
execute for 400 to compare with the LEACH protocol the quantitative relationship between number of remaining 
nodes and the number of turns, as shown in Figure 2: 

 

 
Fig.2 Remaining nodes and the round number 

 
As can be seen from Figure 2, with increasing of time, the number of remaining nodes of proposed algorithm is 
higher than the LEACH protocol, and then the conclusion that with the increasing of time, the energy consumption 
of the proposed algorithm is lower than that of LEACH protocol, and the network lifetime is extended, also the 
network resources are optimized. 
 
Experiment II: In order to achieve the scale of network coverage, and thus better evaluate the performance of the 
model in different sizes, which mainly reflect the minimum number of nodes needs to by deploy in different network 
coverage, each simulation experiment executed 50 times at average. Curve of node coverage changes is shown in 
Figure 3: 
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Fig.3 Coverage rate for different coverage area 

 
Figure 3 shows the graph of the number of sensor nodes needed to deploy to achieve different node coverage under 
different network dimensions. The figure shows that, with the expansion of the network, to meet the demand for 
network coverage, the number of nodes required to be deployed will increase, and the higher the coverage of the 
network, the number of nodes need to be deployed increases can be obtained from Figure more fast, so that the 
concern target node can achieve complete coverage. 
 
Experiment: Figure 4 shows a diagram of the number of sensor nodes need to be deployed for the same network size 
400*400m2  under different node coverage requirement, and compare with the experiments of literature SCCP 
algorithm, to meet certain demand for network coverage, the number of nodes deployed will be gradually increased 
as time progresses, and the network coverage will also increase, so that completely coverage is achieved for the 
same coverage area and different nodes coverage for target area, as shown in figure4: 
 

 

Fig.4: Coverage comparison of proposed algorithm and SCCP 

 

 

Fig.5 Curves of network coverage rate 

 
Consider coverage and connectivity rate influenced by the boundaries. Fig.5 shows the number of sensor nodes 
required to be deployed under the conditions without boundary effects with the same network size l=400m coverage 
and connectivity rate. From the Fig.8, with the increase of network coverage and connectivity, the number of nodes 
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required increases substantially; and the influences gradually become smaller and in equilibrium at last when the 
network coverage and connectivity rate increases. 

 
Fig.5 reflects the number of nodes required to be deployed to achieve different coverage and connectivity rates 
without the boundary influence. Compared with the boundary influence, the number of nodes deployed increases 
slightly, and with the increase of nodes, node density will become larger, so the boundary influence becomes lower. 

 
CONCLUSION 

 
The main task of multi-objective optimization is to improve the quality of the solution and maintain the solution of a 
broad distribution and uniformity, the weighted sum genetic algorithm is a straightforward, practical, strong 
multi-objective genetic algorithms. This paper focuses on the weighted sum of the genetic algorithm, uniform design 
created by combining the initial population, and their respective objective function Number of standardization, the 
establishment of a new fitness function, and proposes a dynamic allocation weighting scheme, designed a new 
weight-based allocation strategy Multi-objective Genetic Algorithm for multi-objective optimization problem. 
Second, the design of a uniform design method based on multi-objective optimization genetic algorithm, and gives a 
proof of convergence of the algorithm by simulation to verify the effectiveness of the algorithm. In this paper, the 
Gaussian normal density function and probability function of the coverage area are adopted to  optimized set of 
sensor nodes to form a minimal subset and  determine the maximum target set, by state transition of sensor nodes, 
nodes enter different states, work in turn, thus network energy consumption is  saved , network lifetime is extended, 
the ratio of network resources and quality of service is improved, also redundant nodes are reduced, and last, the 
network performance is optimized. Finally, through simulation, the effectiveness and stability of the algorithm are 
verified, due to the presence of vast network throughput and constrain by external factors, amativeness to very large 
sensor network is the next focus of the study subject. 
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