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ABSTRACT

Because of randomness and uncertainty of the vitingl difficult to predict wind power output accuedy.In order

to objectify the wind power output, we proposedeavrinterval prediction method. Firstly, we utilitee SOM
neural network to cluster the measured data to gmtiee fluctuations and reduce the noise. Seconeiyestablish
the classic BPNN prediction model .and record thpar and lower of each cluster.Then we regard therseveral
intervals to enhance the performance. Experimemts @nstructed on a set of measured data. The teesul
demonstrate that our method has an excellent pedoce and can be reasonable applied to prediatdvyiower
output.
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INTRODUCTION

Due to the increasingly serious energy and enviemtal problems, renewable energy has become anrtampo
research topic, and extensive research has beeuacted to advance the technologies of power gapnaraystems
based on various renewable sources, such as saegye geothermal, biomass, fuel cell and induswiste heat
[1, 2, 3, 4]. Wherein, wind power technology is arfethe fastest growing and the most mature teagies in

renewable energy. However, wind power has inteemitnd volatility and other shortcomings.

Wind power prediction based on short-term foreca$tthe different physical quantities can be diddato two
categories: one is to predict the wind speed ¥irsthen, calculate the output power according ®lind speed.
Another is to predict the wind power through thievant factors directly.

The main mathematical models to predict the windgrcare time series method [7, 8, 9], Kalman fittg{10, 11],
neural networks [12] and auto-regression machimmgovenodel [13, 29]. Depending on the input praditisystem,
it can be divided into two categories. One use migakeweather prediction system data. Another doesuse
numerical weather prediction system data.

In common methods, the model doesn't take into @atthe interval of the data and the accurate vatexstimate is
necessary for wind power prediction [23, 24]. Intfahe wind power data has strong volatility amdtain much
noise. So, we consider that it is necessary tdedtisem previously.

In some other similar researches, original datachrstered by k-means or some other clusteringrithgos [14,
15]. These need to enter the number of clustergamdbmly initial the cluster centers previouslg, &e utilize the
SOM neural network to cluster each set of dataeetsgely.

The paper is organized as follows: In Section 2,utiize the SOM algorithm to cluster the parametdata to

clusters respectively, then, we record the upper lawer of each cluster. In Section 3, we estabiish BPNN
prediction model and train it by utilizing the desng data. Then, we predict the further data astimate the
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intervals through the uppers and lowers. The erpamtal results are presented in Section 4 contaénBP
prediction and the interval prediction result. asons on this paper and further studies are dssualiin Section 5.

EXPERIMENTAL SECTION

SOM Clustering

Self-organizing map neural network (SOM) is a dlzsneural network widely used in clustering, st &n
unsupervised learning neural network model and ggeg by Kohonen [26, 27]. The main function okitd map
the N-dimensional input data into a low-dimensional spéiypically one-dimensional or two-dimensional)dan
maintaining the topological relationship betwees dhiginal data. Distinguish to other types of togeural network
is that: It is not in the state vector of a neuoom network to reflect the classification resutist rather to reflect the
number of neurons in parallel classification resulith this manner, SOM neural network can reftbet spatial
distribution of the statistical properties of tigiut mode through the study of input pattern regigit{28].

The procedures of SOM utilized to cluster the @databriefly as follows.

(2) Initially, construct the network and set theigies of each node in the output layer.

(2) Randomly select the input samples as inputoreantd calculate the weights by reducing the destan

(3) Define the winning unit and adjust the weidiatsnake it closer to the input vector in neighbartho

(4) Add the new samples into the network for ftiragn

(5) Contract the neighborhood radius, reducingehening rate, repeat the iterations until less tie threshold.

Finally, output the clustering results.

SOM neural network is organized by input layer antput layer as illustrated in Fig.1. Each neunainput layer
was linked to the output layer through the weights.

/ % /nput Layer

Weights

Output Layer
Figure 1. lllustration of the classically structure of SOM neural network

To illustrate the effectiveness of the algorithng select one wind farm’s data as example. Sele@indays data
from October 1 to October 31 and sampling inteivdl0 min. These 4032 sets of data are regard#teasaining
sample, the last 1032 sets of data is regardedesd sample. Some sets of measured data are shdwab.1.

Table 1. Some sets of measured data

\Wind Powef Paral| Para2 Jvlf;zu;récez Para4| Para§
52.2 5.2 0.5 0.55 218.9 1.5
50.4 5.1 0.5 0.24 2157 1.3
51.7 5.2 0.5 0.27 216.1L 1.3
75 5.4 0.6 0 2134 11
73.4 54 0.5 0 213.4 1
72.9 5.4 0.4 0.25 210.9 1
91 5.5 0.4 0.39 209.5 1
89.7 5.6 0.5 0.19 214.8 1
88.9 5.6 0.6 0.21 2195 09
47.3 5.6 0.7 0.33 216.7 0.8
44.7 55 0.6 0.39 2084 0.8
42.8 54 0.5 0.45 208.8 0.8

From Tab.1 we can find that the changes most Vasadre regularly except the turbulence wind sgeetimany of
them have the same data. Base on this phenomamonpnsider to cluster them to several clusteradifional
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clustering method such as k-means is very unstaidevery dependent on the initial clustering cenf&6, 17, 18,
19]. So, we utilize SOM neural network to clusteernh and record the upper and lower .Biologist'slgtillustrates
that the brain cells located in different spatiakitions effect different organ behaviors of humaimilarly, the
cells are showing different sensitive to the satiteudation signal from a particular aspect. Sely@mizing Feature
Map (SOM) artificial neural network is desired Hyist performance and developed by Kohonen, [5, 6,22
method is an important branch of artificial neuratworks.

The microcontroller is sampling the input voltagel ananages the width of the driving transistor @silis order to
achieve a stable output voltage.

BPNN Interval Prediction

Because it has a good nonlinear mapping abilitynB&al network is a common pattern recognition eh@sloften

used to identify, predict and so on [20, 21]. Tmecpdure of the prediction method in this papedetailed as
follows:

Stepl. Given the number of clusters, obtain theestlasSOM neural network and initial the structofehe network.
Step2. Cluster each variable to several clustats@rord the upper and lower of each cluster.

Step3. Construct the prediction model and initi@l parameters of BPNN. Train the BP neural netwiitizing the
clustering results without the turbulence intensitigen, train another network contains the turbedeintensity.
Step4. Predict the wind power utilizing the traimedwork respectively.

Step5. According to the upper and lower to caleuthe interval prediction values.

Step6. Calculate the precision of BPNN and comfageéwo networks.

Fig.2 shows the training results of BPNN withoutbtulence wind speed. Obviously, the fitting resuaite fairly
accurate.
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Figure2.Training Results of BPNN without Turbulence wind speed

Fig.3 shows the training results of BPNN contaia tilrbulence wind speed. Cause it contains mooerirdtion
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Figure 3. Training Results of BPNN
RESULTSAND DISCUSSION

Our experiments are constructed on a set of medislata contains most wind power parameters sucavamge
wind speed, wind direction and so on.

Firstly, we record the upper and lower of eachteludy calculating the maximum and minimum of thehs.
illustrated in Fig. 4 and Fig. 5, the intervals abhcovering all of the wind power data.
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Figure 4. Fitting Results of I nterval Prediction without turbulence intensity
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Figure5. Fitting Results of Interval Prediction

After training the BP neural network, we predice tluture data utilizing the clustering results. \Whee get the
prediction results, we can get the interval acaaydo the upper and lower of the clusters.

In order to better exhibition our results, we gl interval prediction results and the real mesdutata together as
shown in Fig.6 and Fig.7.Finally, we calculate precision of our model as shown in Fig. 8. The lieffitting
precision and right is prediction precision.
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Figure 6. Interval Prediction Results without turbulence intensity
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Figure7. Interval Prediction Results
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Figure 8. Precision of BP Prediction Model

From figure 8 we can find the prediction model eams turbulence intensity has a higher precisiam thn-contain
model. The fitting precision and prediction pregisare both quite high. This also proves the viglidf our model.

CONCLUSION

In this paper, we have presented a novel wind pawugput interval prediction approach that multigi9M neural

network and BP neural network. Firstly, the reléavparameters data are clustering by SOM neural arétw
Through this method we can solve the disadvantadetsaditional clustering method. Then, we estdblike

prediction model based on the BP neural networlortfer to enhance the reliability, we consider ititerval of

each data. The core idea of our method is congiierupper and lower as the interval of each clustée

experiment was constructed on one set of measuatadaghd the results demonstrated the reliability aocuracy of
our model.

Future work focuses on two aspect: (i) Becausaipipeer and lower of each cluster are still large heav to define
the interval of each cluster more accuracy is gooitant problem; (ii) there still exist relevararameters of wind
power output, further work should select more reabte variables to establish the prediction model.
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