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ABSTRACT

There exist several limitations associated withttaditional theory. Releasing the restricted cdiatis of traditional
VRP has become a research focus in the past feaddecThe vehicle routing problem is a well-knowtinsization
issue in transportation and logistics network sgseThe vehicle routing problem with split deliesrand pickups is
particularly proposed to release the constraintstba visiting times per customer and vehicle capathat is, to
allow the deliveries and pickups for each customeebe simultaneously split more than once. Fewistutave
focused on the VRPSPDP problem. In this paper wpgse colony and Markov algorithm method integiatine
initial colony algorithm to study the VRPSPDP prl The computational results indicated that theppsed
algorithm is superior to these three algorithmgerms of total travel cost and average loading rate
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INTRODUCTION

With the rapid development of urban economy,logsstiompanies are seeking an effective andeffigehition to
manage and optimize the flow ofresources in ordesatisfy customers’ demands(Wanget al., 2012)iciehouting
optimization isconsidered one critical countermeasto reduce costand improve service quality fagidtcs
operators(Chepuri and Homem-de-Mello, 2005; Mite®05).The classic vehicle routing problem (VRP) is
acombinatorial optimization procedure (Baldaccakt2010; Wang et al., 2013), and can be descrésefeveral
vehicles depart from the depot, serve a seriesstbowers, and return to the same depot. TheobjecfiRP is to
determine the optimal set ofroutes with minimizeatious costs (e.g., total traveldistance and thmbmu of
vehicles).

Genetic ant colony algorithm
The basic theory of ant colony algorithm

The ant colony algorithm is a new search algorithinich imitates the process model of ant collectigeperation
to find food, and has better research results egpb the combinatorial optimization problem. le #xperimental
model of double bridge, the assumption is thatimsymmetric type of bridge, the remainder pheramafrthe ants
in the walking path is proportional to the numb&ants at the end of the bridge, the more ant®arie bridge, the
more the residual information is, and the othelsctgath according to retained information. Exaarggsumes that
short bridge is A, the long is BA,, and B, is the number of ants across two bridges respgtiand

A, +B,=m, If m ants have come two bridges, the probabditthe m + 1th across A bridge meets:

(Ap +K)" 1)

v L a—

In the formula, A and B are parameters for matchivegreal data. The probability of the + 1th across A bridge
meets:
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Pg (m) =1-P,(m) 2

When ants are across two bridges, according todtulates the probabilityP, (m) across the A bridge, and then
generates ap random number uniformly distribut¢dl] . If ¢ < P, (m), the ants are across the A bridge, or across
the B bridge.

The parameter selection of ant colony algorithm

Time will make artificial ant residual path infortien of a memory capacity gradually evaporate. paeameter p
of residual pheromone volatilization, not only ditg affects the convergence speed of the algorithieo
influences its global search ability, andd[01] in algorithms. The ants are choosing the same pla¢halgorithm

stop to enter the local optimal solution. The seralblatile parameterso is, the less the volatile of path pheromone
residue is, and then the longer ants choosingahee path is. However, ifo is larger, the repeatability of routing
select between ants will abate, which makes rangiglective enhancement of ants.

Because the distribution of the residual pheromsrevener, which reduces the positive feedbackfofination, at
the same time increases the randomness of thathlgoBut if the ant numbernm is too small, it is easily into the
algorithm stagnation, which abates the global, iamutoves the convergence of the algorithm. Whemilmaber of
cities isn , the number of anis , meetsn [ [0.75n 1.5n] , is the most reasonable.

Information inspired paramet@r expresses a random intensity of effect in antcbkepath, mapping a relative key
of ant's accumulation of information in group séaithe greater information inspired parameétisr the greater the
chance of choosing the same path for ants is, wimakes the algorithm search the randomness abategasily
into the local optimal solution. However, if inspit parametar is too small, algorithmic search randomness will
be enhanced, but it will hinder the algorithm tdadh the optimal solution.

Thebasic principle of genetic algorithm

Genetic algorithm is a kind of algorithm of randpnobability iterative search, which is based onvaais classical
theory of "natural selection, survival of the fité The basic idea is the genetic variation ofcggse evolution
applied to calculating the optimal solution. Beitgft in the process of evolution is the most adbletato
environment, and the calculation for iteration careain far the most optimal solution.

Genetic algorithm is based on the population formmggbotential solutions to resolve problems asastisg point,
and each population contains a certain numberdifiohuals, and these individuals are encoded bygemaking
individuals into a chromosome of characteristicinafividual entities. Genetic algorithm simplifieeding work
and based on "survival of the fittest, survivaltbé fittest" theory, it continuously iterates andblees better
approximate solutions. Select individual is decidgdndividual fitness function of the problem damand applies
genetic operators to achieve crossover and mutatioth produce new stocks set until the iteratiomke/@ut the
best individual, that is, it finds the approximatgimal solution.

Genetic algorithm is mainly used to choose, cross@nd mutation operations form. It is the firstremdom
initialization of a certain amount of the parerdiindual, and gets its individual fitness functidn.accordance with
the optimizing principles, evolution produces neffsgring, according to the fitness function choi&ed cross
parent individuals generates new individuals. Qffgpis to implement mutation. Then offspring figseis again
calculated, which is cycled until the best indivadlis produced.

Model analysis
Sets the state space of random sequeﬁéﬁ {n=0}to S,ifO0 N0 N,, and

IO'i1' 'n'n+1|:|SP{X x1 |1a x _|}>0
P{Xpy =iy | Xo= XlZIl,... C=i)

=P {Xn+l n+l |Xn :|n}

So, {X,,;N= 0} is Markov chain.

each individual produces] new offspring in a probability ofp; (j = 0123..) atthe end of the life, and the

2631



Tao Kuang and Yun Ma J. Chem. Pharm. Res,, 2014, 6(7):2630-2634

number of offspring produced by other individuasindependent of each other. Initial number ofvithlials is
represented b ,, known as the Oth generation total, the descesdainthe Oth generation constitute the first

generation, its total number )61, every individual with equal distribution of firgieneration produces the second
generation,......, in General, X, is the total number of the nth generation, the Kdar

chain{Xn =1 n= 0,],2...} is called branching process.

So it makes an assumption thaf,, is the number of individuals of the nth generafiothe colony, anél = 0, as

(n)

well as individual "children" are independent amféritically distributed random variables. Herd;™ is the

number of thei th member of the nth generation, and setting is
P{Zi(n) =j}= P;, j=012..,p,>0,p, + p, <1

Here, “p, > 0” indicates that it may produce that the "child'nmer of a member is 0, P, + P, <1” indicates

the number of the "children" of a member is 2,3., which may happen. From the above assumptioms ihe

Xn

Xn+l = Z Zi(n)

i=1
Here, the formula indicates the number of membétken+1th generation is the sum of numbers ofldoén” of
all members. Obviously, wherX | is known, X ., is not related tX ,, X, ... X;, sof X, , n=0}is

Markov chain. WheX, =1, the probability of the colony extinction is:

P (N) =P{X, =k} = P{Z =Kk} = p,, asp, (n) = P{ X, =k}, k,n= 012, ...,

Studying only finite or infinite non-negative randovariables, it is more convenient that the valemegating
function is used to replace the characteristic tionc

Extinction probability analysis
We assume thai} is a branching process, ab({,) = 4" , n>0. Where, i = E({)is the average of
descendant s of each individual. So

O u<ly
E(&) DL - 1 1u=1
oo, it >1.

Where, (4 <1lmeans average number of descendants reproducediividuals is less than previous generations

deaths, which will lead to colony extinctiori/ > 1means that individual reproductive average is highan that
of previous generations' deaths, which will leaddtony explosion.

When X, =1, the above probability7z, of colony extinction is the minimum positive roaif the

formulas = A(S). Where,A(S) isZ”, which is PGF oiX,. And the sufficient and essential condition of the

colony extinction is the number of the average Ittbn" of a member does not exceed the number dystas
Figure 3—1). It is that

T,=1< <l
Wheret = E(Z?) = E(X,) =E[Z™], n=01,2..., i=12...
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EXPERIMENTAL MODEL

WechooseNS-2which developed by South Californiaveimsity as platform[17],and use the throughput dathy

of transmission time as indicators, and select tidgorithm OSPF (OpenShortest PathFirst)[18],SPF
(ShortestPathFirst) and BF for comparison.
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From FIGUREL1 and FIGUREZ2, we can find that the payphic ant colony algorithm performances bettantthe

other three in throughput and delay of transmissime. And through the experiment, we can also fimat in the

algorithm based on polymorphic ant colony, if thegired factor is too small, convergence will kmashnd, easily
fall into local optimum; if inspired factor is toarge, pheromone’ weight will be heavy in scoutiagd causes
premature convergence. If expected factor is toallsthe ant colony will lead

Into purely random searching, and difficult to fitie optimal solution; if it is too large, the sgdeaf convergence
be faster, but convergence tends to be bad.

If pheromone evaporation factor is too large, ppasly searched path had possibility of researchamgl, it will
affect the algorithm’s randomness and global seagchapability; if pheromone enhancement factorlaier,
accumulation of pheromone will be faster, and it emhance capability of the positive feedback ird@ag, and
fasten the convergence; when Q is too large, therighm of the global search capability will detedte, easy to
fall into local optimal solution, and cause thegso
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