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ABSTRACT

This paper analyzes the structure and working principle of single CCD camera motion control system hardware, and
the realization of the CCD camera motion control using the GEL language program. The system uses DM642 chip as
the core processor, CCD camera, video decoding chip and DM642 capture video port and CMOS image sensor
developed single channel real-time image and video acquisition system based. The paper presents design of video and
image acquisition system based on single CCD and CMOS image sensor. Experimental verification of the
combination are tested on the prototype system, the test results achieve the desired design goals.
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INTRODUCTION

Stereo vision was directly simulated scene prongssf human vision, stereo information can be mesbscenes
flexibly in various conditions, its role is not teplace other computer vision method, and it isréfsearch on it both
from the visual angle and in engineering applicat®of great significance.

CCD image sensor consists of a photodiode arratwedlimensionally and transfer circuit on silicawbstrate [1].
The photodiode converts light into electric charfpipwed by conversion circuit transfer and outpQ€D image
sensor according to the delivery methods are dividéo two categories (Figure 1). Interline tramsfid) almost
every pixel has a shift register, and the imagenfithe photodiode value to the shift register. Theronmirror
covered with CCD, in order to improve the duty éactn the frame interline transfer (FIT) CCD (knows the full
frame transfer CCD), CCD image data to a whole &amto the serial shift register, which is not gssing of the
original image.

In the computer vision system, stereo vision (orobular vision) are two the same performance, fipedition
relative to the CCD camera, two images to obtatnghme scene depth information, calculate the spadke two
images to determine the parallax of the scene,tb@®-D shape and location of the computer recocistn the
surrounding scenery. Binocular vision and humanaliperception process is similar, it is modeledrathe human
use of method of binocular visual cue perceptiostatice, to realize 3D information perception, tfeee the
binocular vision in the visual field is very active

Binocular vision system requirements gathering wideo images at the same time, the synchronizgirotlem
hence there must be a dual channel video signaigBeof the high speed fusion system CCD cameragyéma
according to the actual application is allowed lhg €xternal synchronization signal to trigger tiieckironization to
solve the synchronization problem of dual channidee signal in the system, namely the synchronagsab
extracted from the video signal output in the lomgve infrared imaging instrument, to work the inmggsystem
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synchronous CCD channel, achieve two input vidgoaisynchronization purposes.

Small power CMOS devices, the mobile internet teahidevelopers and manufacturers are very attectiv
Competition, forcing CCD manufacturers stepped aipitoduct improvement. Some focus on the mobilenpho
market makers are racing to develop small and lowgs CCD camera module, super image quality otftenss on
the CCD sensor.

Research on single CCD video acquisition and matimtrol is based on DM642. RS-232 communicatiarquol
of DM642 based on EVM, and it is to study and apalthe single CCD camera motion control systenrdviere
composition and working principle. Methods the tdigkction uses the GEL language program and co@D
movement combining, and displayed in real time eidequisition of single channel at the same tingngithe
keyboard to control the EVI-D100P color CCD camarahe range of eight dimensional space motion, #med
experimental results of single CCD motion contydtem is given. The paper presents design of vadebimage
acquisition system based on single CCD and CMOgéns&nsor.

2. Development of video and image acquisition system based on single CCD

Motion control of a single CCD camera is an impottpart of binocular vision system. This papertfirgroduces
the hardware structure of DM642 motion control sgstbased on single CCD; then gives the task regeinés of
single CCD motion control and design.

Image storage unit mainly consists of static men®RAM, real-time image data stored in the outpugmforming
unit, for computer acquisition, processing imagedahe image data acquisition unit is mainly cosgubof data
acquisition card and data acquisition interfaceutircompleted the acquisition of image data ongenatorage unit
stores the job. The system software is developi)MC++, complete control of the hardware cirauid the image
data acquisition unit to process and display, psaduce the imaging unit capture graph.

The CCD image sensor, charge coupled device car@&B; replace silicon target camera is an importarnting
point in the history of the development of machuigon. The CCD camera is based on CCD chip asdhne, the
natural physical image after photoelectric conw®rsa video image signal. At present, the machis®w system,
the CCD camera with its small volume, reliable perfance, and high resolution has been widely used.

In addition to the resolution and image sensor canegiality, size is also very important for the nf®lphone
market. Compact optical format 1/4 inch or smailiethe key design requirements for mainstream helddihevices.
The new pixel technology has been able to achie¥® ticron pixel, and can keep the realizationhaf 3000000
pixel resolution using 8x8mm format under the ctindiof excellent quality, as is shown by equationl

T« T
C.r,)y=Xt-o)X (t+2)
2 2 1)

EVI-D100P color CCD camera using the standard R&-&3ial port to achieve accurate positioning catate
around and a full range of electric head pitchifmut / output control interface parameters aréolisws: RS-232C
standard, 8 core micro interface, the baud ra@860bps, 9 data bits, no parity, 1 start bit, J 4tib.

In the point wise successively read each pixelaigmd noise components at the same time, elimithetdixed
pattern noise transistor characteristics causethéynbalanced in the same circuit, which is usedliminate the
hard line. In order to eliminate the fixed pattemsise and dark current caused by, also from HAD C@ibole
accumulation layer is formed on the sensor surfdgeby inhibiting the dark current is not caubgdncident light.
To reduce these two kinds of fixed pattern noise,$/N ratio increased 25 times, the high qualitZ®OS image
sensor.

The output video signal of CCD in addition to theage signal useful also includes a high DC compioaed noise
[2]. If not treated, will seriously affect the qitgl of image sensor, and it is so the CCD noisevidgo signal
processing is very important. CCD video signal pssing purpose is as far as possible to elimiribkénds of noise
and interference, but not loss of image detail; tHrad in the dynamic range of CCD image signal ifte target
brightness changes linearly, and at the same iimerder to facilitate computer processing and nsissge, also
must make the digitized processing of the CCD ausjgnal.

The communication protocol of EVI-D100P color CCanera with RS-232C standard, the specific requirgsnef
EVI-D100P type CCD camera communication protoa@nsmitter (the system that DM642) address is fiae0;
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the receiver (CCD camera) address is 1 - 7, usegttthe EVI-D100P address; the baud rate is 965 pits of
data; 1 start; 1 stop; no parity; the highest diffecbit MSB (Most Significant Bit) the first transssion, as is shown
by figurel.

Applicah'on Applicah'on RE230 CPLD Us;r;ue:el
Layer
B R~ IR B e
DM&4ZEVM | Naing | | Transaction | | ... EVI-DI00P| | Degloy
Layer
------------ AR el v S WA
System CCD camera DMé42
e T S y g —
CCD image video and image acquisition system
Layer

Fig. 1. Development of video and image acquisition system based on single CCD

The strict requirements of occasions for powemulgh the programmability of CPLD will interface tvithe ARM
timing part of the interrupt port, only bus comtinaal logic is connected, can reduce the powesgoption of
CPLD so as to achieve the effect of scheme 1;Hercbllection of high speed and power requirementst high,
can give full play to CPLD advantages, to achieseognition output image sensor synchronous sigpalding
combination and sequential logic, and the imaga b the SRAM.

Control command of CCD camera is a basic unit & ¢brial communication; the basic unit is calledkess, as
shown in Figure 1 structure data packets. The bgge packet data is the data of Baotou, whichuihes the
transmitter and the receiver's address, for exaripdeEVI-D100P address is 1, the sender addréssHaotou is the
data is sixteen hexadecimal number 81H.

When the OV7620 work in master mode, the YUV chaitneill continuously to the bus output data. Het YUV
channel OV7620 is directly connected with the Dafacbus in LPC2210 ~ DO, it will interfere with tbata bus, the
LPC2210 can not operate normally; if you use thd@244 isolation method, using the data bus timeyld/greatly
reduce the operating speed of the system, sotlibat RC2210 can not be timely removed the data tausse the
image data is not complete.

DM642 chip accesses to external memory must alstideeigh the EMIF interface, UART-0 and UART-1 ingu
output control interface can be regarded as anredtenemory unit specific, the read and write opiers must also
be through the EMIF interface [3]. DM642 EMIF prdes external bus width of 64 bits, 8 bit suppostbit, 32 bit
and 64 bit data access, and EMIF can automaticaligplete the external access less than 64 bitmiatking and
unpacking processing.

C(t) - E[B(t), B(_t)] = p2H-1

E[B()°) o

System image acquisition order issued by the coenpotaging parameters, and it is sent to the ingagimt system
at the same time. Imaging parameters through tingpater serial port, transmitted to the FPGA micraoaller.
Start the FPGA imaging control module, imaging colntnodule through SPI (Serial-to-Parallel Integfabus on the
image sensor LUPA-300 internal register of imagpagameters, such as exposure control, window cordral
frame rate control.

In the image of the photosensitive area left, dmghhas 22 pixel shading screen covered by métase dark pixels
can provide reference for the subsequent processiagit black level image. In addition, in the ige of the
photosensitive area and image storage section mawgl of pixels are also metal shading screen ep\vhey are
there to avoid the charge sensitive area of tHetlea storage area.

The TL16C752B chip in receiving an external devjte system EVI-D100P color CCD camera) data, cetapl
serial to parallel conversion; after receiving DN26data, complete the parallel to serial conversmmj serial
transmission. According to the control interfacegpaeters EVI-D100P color CCD camera input / output.

Monocular vision system is able to achieve meclanimtion function is similar to the human eye &méd. Each
independent movement direction is called a degfeieeedom, the number of degrees of freedom; theetfanal
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vision platform is stronger, more close to the hamual system function.

CCD is known as the "charge coupled device", CCaasially a semiconductor electronic image from ofit
organized stored. CMOS is known as the "complemngnteetal oxide semiconductor”, CMOS is actuallytjtie
transistors on silicon block technology, no moreanieg. Sensor is called CMOS sensor is in ordeligtnguish it
from the CCD sensor, has nothing to do with re@gmprocessing method and sensor.

To study and analyze the structure and workingcipla of single CCD camera motion control systersing
UART-0 development board (J11) connected to the-BYDOP color CCD camera, and displayed in real tideo
acquisition single CCD at the same time, the ratitm of the CCD camera motion control using the.Gdhguage
program.

In order to simultaneously control two cameras, standard RS-232 serial ports, and the DM642 EVielbpment
board has two such interfaces (UART-0 and UART4]) The UART-0 and UART will be the two EVI-D100P
color cameras (CCD-0 and CCD-1) connected with DRBE¥M development board, and it is a synchronouano
control system of dual CCD.

3. Using CM OS I mage Sensor to Design I mage Acquisition System

The system achieves high frame rate digital imaggiiaition, display and storage. This system has tseiccessfully
applied in a military range measurement, the ptagexpected to benefit more than 300 mit, thers@wf data
simulation analysis and experiment on the systerificagion, and by using the method of simulatiaralysis and
experimental verification of the combination aretéel on the prototype system, the test resultsaehhe desired
design goals.

Image acquisition system mainly consists of a CMi@@&ge sensor, DSP and processing circuit. The etacr
scheme is when the CMOS image sensor is configioreelceive signal acquisition, start, start thegmaollection,
and the collected image information into the DSRgmformat, for behind the conversion, processimd) display
ready. DSP image data of the CMOS image sensogptuie the stored in the off chip memory SDRAM, for
processing, and according to the requirements afj@recognition algorithm in detail, data procegsand the result
is transmitted to the display on the show, as @swshby equation3.

EG(mn)= > wi(m,n)[Dj(m+mi,n+r)J?

m0J,nTK (3)

After power on, first by LPC2214 through I2C busfiguration camera work state, need to configur ttain
output image data format, rate, whether the whitlarice, and automatic gain is open. After the gumétion is
complete, the LPC2214 signal image acquisitioheo@PLD, the CPID operation of SRAM bus, and thagendata
into the SRAM through the detection of the OV662@pait timing. Of course, write SRAM need to styotiomply

with the timing of SRAM operation. A frame of imagequisition is completed, the CPLD set a flag atifp the

LPC2214, if the LPC2214 is in the idle state, tHeLO is informed the bus use right switch to LPC22ftdm

LPC2214 to read the data in the SRAM and imagegasing.

The output waveform of CMOS image chip is ZV paitnfiat. Figure VSYNC is a vertical field synchronipa
signal, the falling edge represents the beginning forame of the image (CMOS is column image coite, HREF
is the horizontal field synchronization signal, ahd rising edge represents the beginning of &sarf image data.
PCLK is the output data synchronization signalshie image gray information.

The system acquires images from the camera, ctitmulaf the target with three pieces of DSP chpwsition and
velocity, the image processing results and the lmymization of the UAV attitude data is then sentite fourth DSP
chips, and finally to a real-time controller to ¢ah the UAV flight, thus completing the detectiamd tracking of
targets|[5].

Interrupt response time the speed of image acguisis mainly limited to LPC2210, if the DMA contter with
ARM chip, and has higher processing speed, cantlgreaprove the speed of image acquisition systéor
example, with the ARM9 kernel S3C2410, the higliesjuency of 203 MHz, a DMA delivery time is ab@&@ ns.
Period is less than the default PCLK 74 ns; imagpigition speed can achieve 30 fps.

CMOS camera chip is with micron MT9V011. The maximoutput rate of MT9V011 images at 30 frames per

second, and the LPC2104 processor /O port to asaldwrite speed is far from enough, the loop wiled/O its
mouth is set high and then immediately set lowpoubf the Fang Bo frequency is less than 4MHz. @a& of
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image data with respect to the resource limited exfdbd system is too large, the size of an imagpubwtata is
MT9V011 by default to 300K bytes, and LPC2104 pesoe memory size is only 16K bytes, as is showfigure2.
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Fig. 2. CMOS I mage Sensor to Design Image Acquisition System

Single chip solution due to external components mtelrconnects with less number of advantages énsdme
solution talent showing itself, these advantagesioall diameter endoscope has a very importanifgignce. High
integration is synonymous with low cost, CMOS imagasor has been favored by endoscope applicdticarious
types [6]. Because of lower power consumption, rfecturing CMOS image sensor is suitable for autooasn
miniature camera, the camera can be mounted orpithéhe size of the box, and the data can be egsly
transmitted to the receiving station.

CMOS image acquisition chip system using IBIS5-AQ30OMS image sensor chip, a resolution of 128M24]
full frame acquisition rate up to 27fps, maximunmdsnic range up to 100dB, 6.7 m x 6.7 m high fittéa pixel,
filling coefficient of 66%, support the rolling stier and synchronous shutter two shutter mode. internal
integration of the output amplifier can adjust tj@n and bias, and 40Msamples/s high speed A/D arsion
module, A/D quantization levels for the 10bit, che directly output analog signals or digital signahternal
registers and the controller can adjust the realuant) the sensor working state. Chip support wintstinology sub
sampling technique based on real-time frame ratptdve the actual need.

Corresponding to the internal registers of the CM@8ge sensor address, the first 12 (bit<11:0>hasdata bit,
imaging parameters corresponding to the systemiimgagnit [7]. When the imaging parameters set, iimgg
parameters LUPA-300 read the internal registerd,tha FPGA imaging control module sends drivingetita the
image sensor, image acquisition. LUPA-300 as imsgjesor system, sampling and quantization imagmmtisior

will be acquired, digital image output in the cahtiof external logic, also sends out the columnreetffie

LINE_VALID and frame valid FRAME_VALID signal, todcilitate effective digital image data acquisition.

In this paper, by adding the CMOS digital imagessenn the embedded processor system a low-end trend
preparation of hardware description language programbedded processor program, realized the atiqnisf
image features.

4. Design of Video and I mage Acquisition System based on Single CCD and CM OS I mage Sensor

The system uses DM642 chip as the core processiog CCD camera (CCD-0), video decoding chip (SARF-D)
and DM642 capture video port (VP0O) composed of tiea¢ video acquisition system of single channieigle CCD
camera (CCD-0) of the motion control system is cosegal of EMIF interface, DM642 two-way double budfer
serial port (TL16C752B chip), level conversion chimMAX3243-0), universal asynchronous serial inteefa
(UART-O0).

CCD image sensor, technical parameters and cheasdicte are different, but all the larger pixel3612u m2), the
system comes with refrigeration, resolution of 146-bit low readout noise and low dark current. Erample,
SPOT Persuit, Xplorer index were lower than roomgerature 337, 7171, both the dark current is 10 times (0.022,
0.002e / pix&amp;#8226; s), 21.4 mm CCD, 1.4 x 10.4u M / pixel, 2048 x 2048 pixels, full well 30000&4 bit
resolution basic and dark current and readout nois.
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Progressive video CMOS imaging sensor can outpfis 30GA size, and the television shows the need5fifi's

(PAL) or 60f/s (NTSC system) of the interlaced wdemage. In order to solve the frame rate mismatciblem, the
control chip needs to embed adaptive frame ratér@omodule and an on-chip memory in order to abtismooth
video streaming. However, unless absolutely necgskage capacity on-chip memory should be avojdegtause
generally speaking, it will increase the area & thip and reduce the IC yield. The common imagepression
technology, such as JPEG or ADPCM, can furthercedhe internal frame memory capacity requirements.

If the CCD work in low light conditions, even ifétsignal gain is big, under the reference voltageugh the voltage
video signal processed may still be less than AfiCthe output video image distortion. In ordermipiove the gray
resolution under low light conditions, need to makek refer to reference voltage level higher tt@n ADC of the
output video signal, then just adjust the gainasemough, also need to offset the video outputaitp adjust. The
bias adjusted XRD4460 is also through the seriab@mming control on-chip 8 bit offset registert e bias
power up default value 08H, offset adjustment rasdeom 02H to 08H.

The serial communication protocol chip TL16C752Ba@®mws: set the baud rate of 9600bps, 8 datg hdsparity, 1
start bit, 1 stop bit. For the realization of sedeammunication settings of the TL16C752B chip st as shown in
table 3-4 (two UART TL16C752B chip port registee axactly the same, so the table is only a groupART port
register listed in 3-4). Because the TL167C52B ¢fd@p two identical UART port register, so as to e UART-0
port of the single CCD motion control system, orily accordance with the serial communication protoco
EVI-D100P CCD color video camera, a group of UARFresponding to the UART-0 mouth of register, ashiswn

by equation4.

s1 M-
—N

Y(ms)=[0---0 C((m-DM +s),0---0] 4)

Economic operation of portable equipment has ngtiindo with the power network only have in the poments
and subsystems will work with low power requirenser@bviously, the CMOS technology has advantaggim
respect, because the CMOS image sensor is degigioatiow supply voltage alone (3.3V or 2.5V), amast of the
CCD chip power supply voltage is needed by multipid higher values (for example: 12V). The voltagasformer
must be used to consume energy and take up valsphée on the circuit board to generate.

In the single CCD motion control system, the depeient board TL167C52B doubles buffering double UAgRIIp
driver buffer by RS-232 (MAX3243-0), sent to the RA-0 connector type DB-9 (J11), so as to realize gérial
communication with CCD camera. I/O power DM642 cBif V, and serial communication interface sigmajid
"1": -3V-15V, logic "0": 3V15V. Therefore, in ordeo realize the serial communication of DM642 chipd the
CCD camera must first go through the interfacellevatching.

The ranks of addressing are functions of CMOS dewie similar to DRAM, can provide the degree oératon
window, and support the electronic chip pan, tid @oom. These functions can be the need for immaggression,
motion detection and object tracking provides mibezibility. Addressing the characteristics of flele and high
speed CMOS combined with auto focus and auto expogrovides numerous options for designers to ivgro
CMOS products using the manufacturing process baseBRAM can provide sufficient preparation timeelg,
productivity and the expected advantages.

Control method of free switch dual channel using @EL program, combined with the task function h&telL
program and control the CCD direction moving phasthod, and displayed in real time video acquisitd single
channel at the same time, the eight directionalionousing keyboard to control the CCD camera in the
three-dimensional space. In this paper, the GEguage program is loaded, the CCD used to contrelement of
the dialog box as shown in figure 3.
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‘¥ideo and image acquisition system
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Fig. 3. Compare of video and image acquisition system based on single CCD with CM OSimage sensor diagram

The experimental results show that: the RS-232 conication protocol based on DM642, this paper im@ats the
single CCD camera's range of motion control, totr@drihe mission system requirement, laid the fatimh for the
further study of synchronous motion system of dD&D camera control. Low power high level RS-23hdtad
conversion chip MAX3243 to realize the conversi@ivieen CMOS logic level and UART logic level, israulti

channel RS-232 line driver / receiver, the maximuamsmission data rate of output of the devicepisgau250kbit/s
and 30V/us, so the level conversion chip can enskiee mixed logic level conversion rate meet thetesys
requirements.

CONCLUSION

The paper presents design of video and image atgnisystem based on single CCD and CMOS imagsasein

the course of the experiment, the DM642 EVM dewelept platform is placed in the computer desk on the
laboratory. Single channel video acquisition systamd display in real time collection at the sameeti represented
by keyboard input defined the corresponding conftoiction of digital and execution, the system ctile
corresponding code, so as to control the CCD camerthe corresponding action. From the CCD camedatlze
display screen faces a single CCD motion contrpkexnental results are shooting.
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