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ABSTRACT

It is of great significance for scenic spots to establish an accurate prediction model which can reflect on tourist flow
and has quantitative relation with other factors. For this reason, a tourist traffic prediction method is proposed
based on the RBF neural network. This method has greatly improved work efficiency, provided guarantee for the
stability of numerical tourist traffic prediction.
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INTRODUCTION

According to statistics of WorldTravel and Touri€ouncil (WTTC), tourism economy of China will raio. 3 in
the whole world and growth in tourism demand walhk No. 1 worldwide by 2012 [1-2]. As tourism derdarows
rapidly, the number of visitors at many hot scespots stays in a saturation condition, especiallpaak tourist
season, which not only proposes baptism for rese@ind accommodation ability of scenic spots as agekheir
hotels and guesthouses but also goes against twotexf tourism resources in scenic spots. Curyemtiost of
scenic spots in China have begun to pay attentgerédiction about tourist flow. However, sincedmhatization
starts late and data sample about tourist flow véttords is small, all predictions on tourist flave based on emo-
tional management experience and macro-forecadttheme is no clear mathematical model, there getdeviation
between predicted value of tourist flow and itsl redue, and it is impossible to establish quatitiearelation be-
tween tourist flow and other factors, for examgisstorical tourist flow. Therefore, it is of gresignificance for
scenic spots to establish an accurate predictiasheimehich can reflect on tourist flow and has qitative relation
with other factors, for example, historical tourfistv.

Early prediction on tourist flow mainly focuses enonometric models [3-4], whose main feature i$ tharism
demand is predicted by analyzing factors affectmgist flow. However, it is difficult, time-consumy and expen-
sive to determine econometric models [5-6]. Tradiil time series methods, such as exponential $imgpmethod,
linear regression method, grey prediction methodM& method, ARIMA method and SARIMA method etc.ypa
attention to ‘letting data to speak by themselvesid they are more appropriate for prediction aurisp flow.
However, since they lack a learning process abata dample, it is difficult for them to realize golinated and
nonlinear prediction on tourist flow.

RBF NEURAL NETWORK

RBF neural network is a traditional technique ofitirdimensional spatial interpolation, which hasdeable global
approximation capability and composed of an inpyef, a hidden layer and an output layer. In agldjtit is a
neural network model proposed to overcome the tefeads BP neural network has, i.e., neural netveordk slow
rate of convergence, whose structure is shownguarEgil.

As a form of primary function on the hidden laygaussian kernel function (GKF) has been used nuoshwnly:

RJ(X—cj):exp(_”X—cj”z/2aj.), j=12,...p
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Fig. 1 RBF neural network

Where:X =[xl,x2,D]]]]xn] isn-dimensional input vectoe, is the center of th@" primary function and is a vector
with the same dimension s, 0, acts as a generalized constant ofjthaerve cell, i.e., variance of GKFandp

refer to the number of nerve cells on the inputtagnd the hidden layer, respectively. After treden layer func-
tion has been decided, the relational expressiomdsn input and output of RBF network is

Vv, = Zp:wﬁ exp(—"x—Cj”2 /20'5.), i=12,..m

J=1

Wheremstands for the number of nerve cells on the outyr,y, is output value of the" nerve cell on the output
layer andw, ; represents value of connection weight betweenjthait on the hidden layer and tifeunit on the
output layer. For establishment of RBF neural nekvatructure, 3 parameters need be solvedcj.data centre of
primary function, the varianag, , andw, ; the weight from the hidden layer to the output taye

RBF neural network belongs to forward neural nekywevhose structure has adaptivity and whose outpstnot
relationship with initial weight value. The basiotght that realizes RBF neural network uses RBfoasdation’
of the hidden unit to constitute space of the hididger. The primary function in the hidden layeak®s response to
input signals partially, i.e., it converts inputcter and transform lower-dimensional pattern date ihigh-
er-dimensional space to make nodes on the hidder enerate large output. In this way, the probtgrtinear
impartibility in low-dimensional space can be linsgparability in higher-dimensional space. Comgpaviéh other
kinds of forward network, RBF network is featuregd dimple structure, concise training, high rateofivergence,
favorable partial approximation performance and fasmameters that need be set up. Thus, it haswiekety ap-
plied to the field of science, such as nonlineamoigation, time series prediction and pattern gggtion etc.

PROPOSED PREDICTION METHOD
Artificial neural network can simulate nonlinearusture from input to output, which provides areeffve tool for

us to solve nonlinear form. Based on single hididges neural network, Taylor puts forward quantigression
model about neural network:

Oy (7| X) = fIX. W (7). V(7)]

Where H(D={wi(D}j-12...2 k12...Kis weight vector of connection between the inpyetaand the hidden layer;
V(D=1vi12...7stands for weight vector of connection betweenhitiden layer and the output layer; K is the num-

ber of nodes on the hidden layer; AXW(D,M(D]is a nonlinear function formed by combinatio{Danc¥ (2,
whose expression is:

1122



Li-Juan Liu J. Chem. Pharm. Res,, 2014, 6(3):1121-1125

FIX. W@V (@)]=g,2 v, (DD w, (Dx, 1}
k=1

j=l

It reflects a nonlinear structure from the explaghvariableX to the response variab¥e Here, neural network
selects RBF neural network structure. Nodes ofrthat layer directly spread signals to the hiddeyet. For
nodes on the hidden layer, radial action functigr) is constituted by gaussian kernel function espion (1)
etc. Nodes on the output layer can be convertethdyinear functiorge(-). Especially, whemi(-) andgz(-)
are equivalent functions, Quantile regression madof neural network is a linear quantile regressimdel.
In quantile regression modular of neural netwostineation o#(Danc¥(?can be converted into solving op-

timization problems:
N

mln{Zp Y, - (X, .W.V)] +/'IZW

_j' i

LAY vii=min( Y 7|y -

i ! Gz f(X;.W.V)

fx. W+ 3 a-nly -

il¥, < f(X, W)

FX, W)+ 24,3 wh + 4, Zv

_j i

Where, and), are penalty parameters to prevent network strudrara falling into a state of overfitting.

Donaldson et al. put forward cross validation mdtldich is used to determine optimal values of figna
parameterd, andJ, as well ask the number of nodes on the hidden layer. Standexdignt optimum algo-

rithm can be used to obtain estimation on parametetor#(Danc’(7). After obtaining parameter estimation
vector#(Danc¥(9, conditional quantile estimation dhcan be obtained.

O, (| X)= f(X, W (1),V (1))

After conditional quantile estimation has been echil, we may predict conditional denlsy,gf\X). When
value ofi is taken continuously during the interval (0, I)agtile curveQ is distribution function curve.

RESULTSAND DISCUSSION

In order to verify rationality of the model and afdhm, this paper regards data about Huashan Mguatfamous
5A scenic spot in China as samples. The samplevaitanvolves monthly data about tourist flow fr&2@10 to 2013.
In accordance with needs of the model, dataseavidedl into two parts, i.e., training set and traqset. In detalil,
monthly data about tourist flow from 2010 to 20Xdng to the training set (36 months), while moptidta about
tourist flow in 2013 (12 months) constitute thet fest.

Since monthly tourist flow is large, normalizatiorethod is used to preprocess data to improve iredliac-

curacy, i.e., beo.ﬂ 0.15, wherex,,, andx;, refer to maximum and minimum in the dataset.

mln

Situations about prediction on the training set tradtest set of the mode after parameters have dq@énized are
shown in Figure 2 where predicted values of thmitng set (36) and predicted values of the tessieig(12) reflect
fitting capability and predictive ability of the rdel, respectively. Besides, it can be found th&h§ capability and
predictive ability of RBF model are favorable ahe fitting capability is superior to the predictiahility (average
error of fitted value is 11%, while that of the gieted value is 12%).

In order to improve the predictive ability of theodel, it is necessary to carry out seasonal adprstrfor RBF
model. According to the sequence chart about astlaks (black line) of tourist flow in Figure 2,i$ shown that
the tourist flow of each year is featured by ‘thpsaks and two valleys’ and periodicity and sed#grere obvious.
Therefore, length of seasonal index number is sdt2a In accordance with 36 predicted valued obthiny fitting
of the training set from 2010 to 2013, formulas ased to calculate seasonal index number of eacthnamd pre-
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dicted value after final adjustment (RBF value§&igure 3).
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Fig. 2 Predicted Value of RBF Model
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Fig. 3 Comparison about predicted values of each month by different methods

Among these seasonal index numbers, it indicatesage predicted value of RBF model in the very inastower
than actual value when the seasonal index numbarger than 1, and the higher the seasonal indexber is, the
lower the average predicted value will be comparittl the actual value. As a result, this may mageng area
management departments encounter situations, sjdhsalfficient manage resources. On the contitigmplies
that the average predicted value of RBF model énviktry month is higher than the actual value wienseasonal
index number is lower than 1, and the lower thes@eal index number is, the higher the average piedlivalue
will be compared with the actual value. For scespiots, the average value which is too high maydeaanagement
resources like manpower, financial resources arténmats of scenic spots as well as result in wade adjustment
of seasonal index numbers, the predicted valuétuahgshan Mountain Scenic Spot, which are lowdvigier, are
corrected timely and correctly so that final préglicvalues can approach actual ones to a largentxirediction
accuracy can be improved largely and improper @isieeoscenic spot’s management resources can hieego

Compare SSVR-PSO model with RBF, SVR-GA, BPNN amIMA to verify its accuracy and effectiveness.
Details about the comparison are shown in Figuist&ndards for evaluation on each model's advastagd
disadvantages is mainly realized Rythe correlation coefficierdf the training set and the test set, MSE and
average error (especially MSE and the correlataeffcientR of the test set). In detalR stands for degree of
relevance between predicted value and actual valueé,MSE means the degree of deviation between pre-
dicted value and actual value. The closer the taiioa coefficientRis to 1, the higher the degree of relevance
between predicted value and actual value will be;lbwer the value of MSE is, the smaller the diwiabe-
tween predicted value and actual value will be. pieglicted value obtained at this time is the ragsurate.
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CONCLUSION

This paper takes monthly data about tourist flowHobshan Mountain a famous 5A scenic spot in Cfana
example. Based on the situation that data aboustdlow have features like seasonality, nonlineature and
small sample, it combines seasonal adjustmentpesjzbses a novel RBF model. It provides an effecéind
new method for prediction on tourist flow. Thisggite important for development planning of the Vehtour-
ism industry because it enables scenic spots te wdgih the phenomenon that jam may be caused wien t
number of tourists is too large in peak touristsseaand during holidays and festivals sufficiemlyadvance
as well as offers tourism management debarmentgriangt reference frames to make scientific decgion
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