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ABSTRACT

Gives the design and analyses the procedure ofmtbinod of validity guaranteeing of ForCES (forwargliand
control element separation) LFB (logical functiolodk) topology. To improve efficiency of the methpattern-
matching technology is also introduced. Accordiagite character of LFB topology and comparing widrious
pattern-matching, we employ the multi-pattern migtand related algorithm for our implementation.
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INTRODUCTION

Along with the rapid expansion in the applicatiteld of computer network, new features and demapgear and
evolve constantly. Thus sufficient flexibility ieaded in equipments of NGN (next generation netiorlorder to
respond quickly to the new business and requiresndgsides, sufficient openness should be provideds to
allow the users to make a combination of the ommources flexibly. In this way, different demandvigses of
network can be afforded. At last, sufficient modusatures is also needed. These modules shouithhdardized
by standardizing organization. Thus, each modutebeadeveloped by different manufacturers and eacombined
organically into a whole part.

In order to get rid of the bondage of traditionalhétecture of network equipment, ForCES (forwagdand control
element separation) [1] working group which spénéd in the architecture of equipment of NGN wasnfited by
IETF (the internet engineering task force) in 2008e key point of ForCES technology is that theMarding and
control plane are separated structurally in a ntweguipment. At the same time, the resourcesnwdading plane
are virtualized, modularized and standardized, tieadizes open reconfiguration flexibly. All theskaracteristics
enable function modules be restructured by netwpskators just like building blocks. And then realall kinds of
new business by customization [2]

A ForCES system can be divided into two parts, féEsMarding element) and CE (control element) bathivhich

can have one or more. Redundant backup of comtrdtide implemented by setting multiple CEs, whitekets of
different rates and protocols can be forwarded protessed by multiple FEs. According to differenbgessing
operations, FE can be composed of several LFBscébfunction blocks) [3], e.g. classification, schuling and
gueue management LFBs, which are all defined in BE2, i.e. ForCES FE Model [4].

As a logic module that can accomplish specific fioms, a range of parameters should be providegséws for
configuration and seeing. The parameters belorig-B®s; LFBs belong to FEs while FEs belong to ForQHES
According to the logic hierarchical relationshiptrae map of ForCES NE resources can be construEach
parameter is a node which is unique in the tree.daeh node, more describing information which \aé cFB
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Attribute should be defined, mainly are introduntimformation and data structure (e.g. the datacsire of IP
address is 32 bits integer) of the node.

LFB capability which is only for external inquirgftects the capacity of LFB, e.g. the version nundfd FB class,
the optional features supported by LFB class, aimam number of configurable output ports of a ottpart
group and the additional constraints of LFB attiésu

The internal topology of ForCES system is constitiuby the connection between LFBs in FE. Usualigpmlogy
corresponds to a function of FOrCES system. Theadya topology of LFB in ForCES system means that th
internal topology is changed by users online aneah time so as to convert, update etc. systeretifurs.

To sum up, the technology of dynamic topology kg technology to realize a new generation of caehitecture
networking equipment. The premise is that the teguldynamic topology is correct. Only under thendition of
that, a new generation of open architecture netingriquipment can really run into reality. Therefothe method
of validity guaranteeing of LFB topology discusseére is an important method to guarantee the noemdl
efficient running of ForCES system. Although thendsic topology of LFB is researched by many doresti
institutes, no effective mechanism has been anrezlibg a research team so far. The institute oétlikor takes an
active participates in the researching and standetting work of IETF ForCES working group, which an
internationally recognized research group of For@snology.

As is known to all, the forwarding process of pasks completely controlled by a switch or a routut the core
idea of OpenFlow [5] is that the process is conguldiy an OpenFlow Switch and a Controller respeltiwhich
is similar to the core idea of ForCES.

The validity of a topology in OpenFlow is reflectdry the consistency of flowtables. A local flowtabis

maintenance by each OpenFlow switch in order twdod packets. A flowtable mentioned above is a da&@&

structure to decide forwarding strategy by the clwiAn action is taken to deal with network traffig the switch
chip according to entries of a flowtable. Each g constituted by three fields, i.e. header fieddunters and
actions field. The header field will be first anadygl when packets enter in an OpenFlow switch, kbek up to see
whether there is a corresponding matching enttyu, related actions will be executed. Otherwpseskets will be
forwarded to the controller through a safe tunmel then any actions to execute will be decided.bly is based on
this method to lookup a flowtable that ensures geatket to be able to execute corresponding oparatirrectly.

Click, which is a modular software router, is patward by Eddie Kohler, a doctor in MIT Universifyqnerican
[6]. And it was developed by laboratory of paralkeld distributed operation system of departmentashputer
technology in MIT. A complete Click router systerhosld contain three parts, i.e. the component ehsne
datagram structure and the connection way. Thedad is the most basic composition unit. The fiorcof process
unit of a router can be implemented by each compoglement. Users can choose the elements thaeaed and
write configuration files and combine each elentegether according to their demands by using théutao design
approach. The configuration file of Click is a dired graph which views an element as a node. Packet
forwarded and processed among elements. To thig, pbis extremely similar to the LFB topology aitsl function
discussed in this paper. The connection way oédfit elements can be divided into three kindspush, pull and
agnostic [7].

Data center network refers to network infrastruesymhich connects a large amount of servers thrbigh-speed
links and switches [8]. The connection relationshipong severs is provided by the topology of thie d&nter
network, i.e. the connection sequence of all thiesliand intermediate nodes between any two setvgnshich the
way of routing between servers can be determinkd.sfructure of data center network is generathea structure
composed of second layer or third layer routers swiches [9]. With the continuous development lué tata
center, more and more defects and insufficiencieglugally expose in the traditional structure. Soaofethe

disadvantages are that it cannot guarantee theatness of topology, also not easy to expand agrhdp.

In order to improve these problems, a Fat - tregcept is introduced. Fat - tree is an improvedcstme of the
traditional tree. An intermediate node of a Fagtstructure can have multiple parent nodes anefibrer the link
number between upper and lower layer set switchdsbatween set and core switches is increased. Wowene
expansion and upgrading problem of data centeror&tean't be fundamentally solved by Fat — treethi® point,
the VL2, which is a scalable and flexible structofedata center network is proposed by Albert Gbeeg [10]
based on the traditional tree structure.
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FORCESFE MODEL AND A TYPICAL LFB TOPOLOGY

FORCESFE MODEL

The internal structure of FE in ForCES system iswshin Fig. 1. It can be divided into different i of LFBs
according to various modules’ functions in FE. L&Rd its attributes can be controlled by CE whiamsr&orCES
protocol, each LFB is connected by datapath. Timmection relation (i.e. LFB topology) is also defihby ForCES
protocol running on CE in order to form differerfeR topology, thus to implement dynamic allocatidrresources
to accomplish a variety of different types of IPvéees.

To CE

IForCES Pr otocol
e e

FE

ForCES Stack
o m—| Capablhtyl —

l

Packets | = [ ——————
Tunnel | ©=-====-

Fig. 1: Theinternal structure of Forwarding Element (FE) in For CES system

The requirements that a FE model must meet is efim RFC 3654, mainly include the following issiiegjically
separable and independent packet forwarding opesatshould be provided by the datapath in FE. Blessi
topologies are created among all the LFBs and pack#él be processed in a certain logical sequeiRzessible
operation abilities of LFB should be offered (ecppacity restriction, constraints, optional atttésu and
configuration granularity etc.). Configurable parders of LFB should be afforded. Exchangeable nagéadmong
LFBs should be provided.

It should be noted that a LFB can be divided irdmmon LFB and core LFB. Except for FE Object LFBs &E
Protocol LFBs others are common LFBs, e.g.
EtherPHYCOPR EtherMACIn, EtherClassifier IPv4Validator IPv4UcastLPM IPV4NextHop EtherEncap
ARP, EtherMacOut BasicMetaDataDispath etc. LFBs, whioh mainly used for packets processing and all of
them should be defined according to FE modelinghoubt

The difference between a core LFB and a common isHBted here: firstly, no input and output paate included
in a core LFB. It is not involved in a topology dickets processing. Secondly, an instance andomelynstance of
core LFB has already been existed before estabtjshiconnection (the instance ID is 0x1). Theradsneed to
instantiate again.

A FE Object LFB is an abstract of global functiafg~E (e.g. LFB topology). The class ID of the LiB1. Only
one LFB instance can exist in a FE. Its ID is defias 1.

The ForCES working group has completed the dedinitf FE Object LFB class and XML modeling langufyg
is chosen in the process of definition to desctii® formal structure definitions. This is becaus¢ththuman and
machines are easy to read XML and it supports bppagramming tools. The definition of reusable dgtees and
their own class is included In FE Object LFB ddfom. The core part is the latter. The definitiohimformation
structure of Data type is associated with the afefiition, and used by the class definition.

The main function of FE Object LFB is that the LERsses, instances and instances of output andiimfptmation
is obtained via the capabilities defined by a managhe connection relation between LFB instancea FE is
reflected by the information.

Many capabilities and attributes are defined inEa®bject LFB, e.g. ModifiableLFBTopology, Suppoité&ds,
LFBSelectors etc. Here only two capabilities antlitattes associated with management of LFB topolagy
discussed detailedly

The legality verification of topology informatios closely related to the capability. The LFB classepported by
FE are provided by SupportedLFBs, the type of whséchrray. Each array element contains all thermédion of
LFB class supported by FE. The type of the arr@mehnt is SupportedLFBType, which includes the foitg
contents: LFBName, name of LFB class. LFBClassID,of LFB class. LFBClassID and LFBName are global
unique. LFBVersion, the version of LFB class supgdrby the current FE. LFBOccurrencelLimit, the maxin
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number of instances of LFB class supported by FEEtGPoupLimits and PortGroupLimitType. The infornaat of
port group supported by LFB class is provided byt®@mupLimits, the type of which is array. The elmhtype is
PortGroupLimitType, which includes PortGroupName.(hame of a port group), MinPortCount (i.e. thaimum
number of ports allowed by the port groups), Mat@ount (i.e. the maximum number of ports allowedlmy port
groups). CanOccurBefores, which describes the wuirestance that can be deployed before which LEBsc
instances. The type is array and the element typehich is LFBAdjacencyLimitType just like CanOcdfters.
Unlike CanOccurAfters the ViaPort in LFBAdjacencyiiiType refers to the list of input ports that cha
connected by adjacent LFBs. UseableParentLFBClaskesarray of which holds all the IDs of LFB paren
(whether inheritance directly or indirectly) supfsat by FE.

LFBTopology is an optional content, which shows tle@nection relationship between LFB instanceskn Fhe
data type of LFBTopology is array and the type lefrent in the array is LFBLinkType. Each array ed@tnstores
information of each connection endpoint. LFBLink&yimcludes the following contents: FromLFBID, stagtpoint
LFBID of a connection. Its type is LFBSelectorTypéhich contains LFB class ID and LFB instance ID.
FromPortGroup, name of an output port group ofadtisg point in a connection. FromPortindex, aaarumber of
the starting point in the output port group in anmection. ToLFBID, ending point LFBID of a connexti
ToPortGroup, name of an output port group of arirepgoint in a connection. ToPortindex, a serianber of the
ending point in the output port group in a conratti

From the above it is not hard to find that LFB tlggy is described by FE Object in a way of directednection.
FromLFBID corresponds to source LFB and ToLFBID responds to destination LFB. Then combine with
FromPortGroup, FromPortindex, ToPortGroup and TdRdex, an output port of a source LFB and an ingaut of

a destination LFB can be uniquely identified by dimgcted connection.

ATYPICAL LFB TOPOLOGY

A LFB topology which supports IPv4 unicast routifogwarding is depicted in Fig. 2, which containsesal LFBs
like EtherClassifier LFB, IPv4Validator LFB, | IPWtastLPM LFB, IPv4NextHop LFB, EtherEncap LFB, laye
table look-up LFB, Address resolution protocol LFB.

Ethernet Ethemet iy}

Packets

PydUcat

-assifier
LB

—

Et
Bit Stream

-

IPydUcat
Packets

5 Output
InterfoceID | LFB | InterfaceID | LFB | Logical Port
IDNextHop
Address

Fig. 2: A typical L FB topology which supports|Pv4 service
1) EtherClassifier LFB, although it is called Ethet classifier, actually it implements the two ftions, i.e.
encapsulation and classification of header of MA&rfe. After de-encapsulating, the type field isaxted from the
frame header in order to distinguish IPv4 and AREkpts.

2) IPv4Validator LFB, a header verify module whigbrks in IP layer. It verifies IP packets one thee dvand, and
classifies packets of unicast, multicast, broadcsst All the suspending outputs in Fig. 2 meamdg®y signals to
CE. Then it will be processed by CE.

3) IPv4UcastLPM LFB, routing prefix will be matchadcording to destination IP address of IPv4 unipaskets.
The item with maximum matching length [12] will bbosen. Then the index of Next hop table can beiwdd.

4) IPv4NextHop LFB, looking up the MAC address esponding to the next hop IP address in layer Bectable.
If it exits in the table, the MAC address will beperted. If not, the ARP procedure will be startedjet the address.

5) EtherEncap LFB, encapsulating Ethernet framer gfttting the destination MAC address.
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6) Address resolution protocol LFB, which is usedmplement ARP.

The label above each connection in Fig. 2 is fratine,label below is metadata, e.g. EtherClassifieB has one
input and two outputs. The frame required by thmuiris Ethernet frame, the metadata is the physaitaiface ID.
The frame generated in output one is IPv4 packelsne metadata generated. The frame generatedpotdwo is
ARP packets and the metadata is the physical agertD and the source MAC address. It is not diffico
understand one of the conditions a legal directethection must meet is that the output of a souf® must be
consistent with the input of a destination LFB, itmgut and output of a LFB should be clearly dedime RFC 5812.

A basic LFB library is provided in the document J¥cording to FE model, ForCES protocol specif@atand
some typical routing function modules in a roufidre LFBs used for Ethernet processing include EH&1Cop,
EtherMACIn, EtherClassifier, EtherEncap and Ethei®ut. The LFBs used for IP packets verifying camtai
IPv4Validator and IPv6Validator. LFBs for [P packetforwarding are IPv4UcastLPM, IPv6UcastLPM,
IPv4NextHop and IPv6NextHop. LFBs for redirectinge &Redirectin and RedirectOut. LFBs for common use
include BasicMetadataDispatch and GenericSchedriher.identification number of the LFBs range froro3l7 in

a sequence listed above.

AN IMPROVED METHOD OF VALIDITY GUARANTEEING OF LFB TOPOLOGY
Several steps are proposed to design the mechamidnthe flow chart of the configuration of LFB tdpgy is
shown in Fig. 3.

Traverse Array Elements in

Attribute Parts

Construct Actual
Edges

Lookup Detailed Information
of Port Group

Read Information
in Capability Parts

Traverse Array Elements in
Capacity Parts

Construct
Possible Edges

Modify Information in Actual
Edges

Lookup Detailed Information
of Port Group

Transform information in
Actual Edges into String

Modify Information in
Possible Edges

Construct Text
Substrings

Construct Pattern Strings(P)

Pattern Matching(T,P’

Success

Traverse Complete?
Y
Current Topology is
Right

Construct Pattern Matching
Text (T)

Traverse Complete?

Current Topology is
Wrong

Fig. 3: Theflow chart of the configuration of L FB topology

Firstly, read information contained in the capaypifarts from FEObject LFB to create a chain tatfleopology
capabilities. Each data element in the table isectbd edge allowed in a LFB topology, i.e. posérdge. The data
type of FEObject LFB is array and the element tigostruct, each struct corresponds to a LFB. listerce shows
that the LFB can be instantiated. The restrictiohsstantiation of the corresponding LFB and polesadjacency
relation are described in a struct. Members of gtrect contains class name, class ID, maximum nurolbe
instances, port restrictions and adjacency relatinith previous and next LFBs of the current LFBeaR the
description of the adjacency relations from an elenstruct. Then exhaust and construct all theiplessdge. Here
the starting point of a possible edge constructethb adjacency relation of a previous LFB is thevipus LFB.
The ending point is the next LFB. While the stagtpoint of a possible edge constructed by the adjac relation
of a next LFB is the current LFB and the endingnpds the next LFB. Message format for the possidge
contains the class ID and the name of the outprtgroup of a starting point LFB and the class Hal éhe name of
the input port group of an ending point LFB. Thgaadncy relationship with neighbor LFBs discussiova is just
a kind of permission, which means it may not eixisin actual LFB topology.

Secondly, traverse each possible edge in the tabigioned in step 1. Use the name of a port greup keyword to
find detailed information of the port group in th&B definition file. And then use the detailed infeation to
replace the group name. Thus make possible edgeriafion contains the class ID and the output métion of a
starting point LFB and the class ID and the inpédimation of an ending point LFB.
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Thirdly, traverse all the possible edges in thdetatfter the replacement mentioned in step 2. Tthamsform the
information included in the edges into string, edlh text substring (T). The format is show asfa|l" the class ID
of a starting point LFB; the output information @fstarting point LFB; the class ID of an endingnpdiFB; the
input information of an ending point LFB ". The cheter":" is a segmentation character. Join alltéx¢ substrings
together into one larger string as the main texgaifern matching. The format is, "text substring fext substring
2 & ...","&" here is a segmentation character.

Then read the attribute parts to gain the currenfiguration topology from FEObject LFB. The dayaé¢ of the
configuration topology is array and the type ofaaray element is struct. Each data element inahke tstands for a
directed edge which actually exists in a LFB toggld.e. actual edge. Information contains in atualcedge is the
class ID, the instance number, the name of an ¢yt group and the serial number of an output gayup of a
starting point LFB and an ending point LFB.

Next, traverse all the actual edges in the curcenfiguration topology mentioned in step 4. Userihene of a port
group as a keyword to find detailed informationtoé port group in the LFB definition file. And tharse the
detailed information to replace the group name.sTimake actual edge information contains the clBsard the
output information of a starting point LFB and tHass ID and the input information of an endingnphiFB.

Traverse all the actual edges in the table afier¢iplacement mentioned in step 5. Then transfbamrformation
included in the edges into string, called a patttrimg (P). The format is show as follow, " thasd ID of a starting
point LFB; the output information of a starting pbiLFB; the class ID of an ending point LFB; thepum

information of an ending point LFB ". The charatteis a segmentation character.

At last, execute pattern matching [14], use thenntext described in step 3 as the target in theepatatching. Use
the strings mentioned in step 6 as the pattern taed match one by one. Only when each string matche
successfully, then returns success, otherwisengfailure; Here success mean the current LFB tapypis correct
while failure means not correct.

We can determine that whether each edge could lelfmm the capability library by a pattern matchalgorithm
after constructing the capability library and thetual edges. There are a lot of pattern matchimggrahms.
Classical single pattern matching algorithms ineldihuth - Morris - Patt (KMP), Boyer Moore (BM) aride
Quick Search algorithm (QS). Classical multipletgat matching algorithms contain Aho Corasick (A@orithm
and the Wu - Manber (WM) [15] algorithm. An impralelgorithm based on AC algorithm is proposed is paper
to shorten the time of traversal.

String pattern matching are defined as followsex $tring, called text, whose length is n, a gtigalled pattern is
used for matching, its length is m, generally m, <lmaracters in a string come from the extendedIA%G string
is found in the text which completely match thet@at, we call it is a successful string pattern ahig. If no
strings match the pattern, we call it a unsuccéssfing pattern match.

All the keywords are incorporated into a collectlmnAC algorithm and all the strings in the collentare accepted
simultaneously according to the theory of finitdcamaton. Each prefix can be marked by a uniques statthe
automaton is structurized. Even those prefixes itiple patterns are also the same. When the riextacter in a
text is not the one expected by a pattern, it tuilth to a state represented by the longest préfapmattern, which is
the corresponding suffix of the current state [I8]e time complexity of AC algorithm for pattern triaing is O

(n). The total time complexity of AC algorithm is(@®! + n) when considering pretreatment time. Herstihds for

the length of all the string patterns. The impletadan of AC multiple pattern matching algorithmnche divided

into two phases, i.e. preprocessing and matchimthd preprocessing phase, a finite state machihbewgenerated
according to the pattern groups waiting for matghMhile in matching phase, the state can be clthageording

to the input text. When reaching a state, if it hasatching pattern, the match is successful. Tfueetions are
established respectively by AC algorithm in pregssing phase, i.e. the goto function, fail functaord output
function, which form a finite automaton of treerforln searching phase, using the above three imgtilternately,
and then scanning the text, which can locate alkdywords appeared in the text.

Several patternsP ,B ,R,,....Pqare matched ifi[1,2,...n] at one time. Here q stands for the number of pater
[17]. When g equals to 1, multiple pattern matchiilj degenerates into single one. The length dfgea Pi is m,
, ie. P[lL..m](1=j=qg). minlenis denoted as the minimum length of patterns, ie.

minlen = min{m (1 <j <q)} .
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An Improved Algorithm of Multiple Pattern Matching

Preprocessing Phase

Firstly the pattern set will be transformed inteeaese finite automaton and the goto function anghuwufunction
can be obtained according to the character digioibwf the set. Thefy and f, functions will be constructed. The

value of f; (c) is the distance between the clamoccurred in the rightmost and the end of a pattdowever, the
value of f; (c) should not exceedin(l) . Or the shortest pattern is likely to be leavetl dhe definition off, (c) is
shown as follow.

f, ()= {ni Pn-a.¢2 (1)
The value range of and j is m; -min(l) =i < m;,1=j =q. The calculation off, (c) is divided into two steps.
Firsty letf, (c)=min(l), here char represents each character in a strirgg. SThen let
f,(P; [i1) = min{f ,(P[i]),m; - (i +1)}, here P, [i] (0 =i =m;-1)is a character in pattem. Only when

c=R[m;-1], f, (c) function works. Here is the equation.
f(c) =f (R [m; -1]) @

Matching Phase
The algorithm proposed in this paper is a reveragching from the right side to the left of a patteset. Before

matching, letf; (B [m; -1]) = 0. While matching, the procedure begins frdax min(l) -1, T[k] and match the
last character of a pattern. If the procedure féfils text pointer moves;[ T[K]] units to the right until it finds the
last character of a pattern, hkre k + f, [T, ] . Then match to the left according to goto functiirthe matching
succeeds, let = K, i = i-1and match the next T[k]. If it fails, the text ptén movesf ,[ T[k]] units to the right and

restart a matching process. Hdees k + f,[ [T, ]] . During the procedure, the pattern position in tiet will be

output if the pattern is matched. All the patteosifions can be found out when the whole text acessed by the
mechanism.

RESULT AND DISCUSSION

The test environment is Intel(R) Core(TM)2 Quad CQB500 2.83GHz,4GB RAM and Microsoft Windows XP
Professional operating system. The compile enviemntris Microsoft Visual C + + 6.0.

Suppose the size of the capacity library is 3Mbitse average length of the actual edges is 4Gbwgied then we
can see from Fig. 4 that as the number of actugeé®ihcreases, the matching time increases eliosvever, the
improving algorithm is more efficient and needsslesatching time when compared with the initial AGosithm.

350 T T T T T T T T T

= AC Algorithm
300 | == Proposed Algorithm

I N N
a =3 o
=3 =3 =3

1 !

Matching Time (ms)

i
o
=3

o
=3
L

T

=3

T T T T T T T T T
0 100 200 300 400 500 600 700 800 900 1000
Number of P

Fig. 4: Relation diagram of matching time and number of actual edges
Suppose the number of actual edges is set to &@viance, then with the increasing size of the dgphilorary, the
relation of matching time and size of capacitydityrof the two algorithms is shown in Fig. 5. Witle extending of

the capability library, matching time in generabis the rise, but the time lag between the impraalgdrithm and
the classical AC algorithm becomes larger gradually
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Fig. 5: Relation diagram of matching time and size of capacity library
CONCLUSION

This paper first introduces the model of ForCES &tfl proposes a method of validity guaranteeing B L
topology based on pattern matching algorithm widen effectively check the correctness of the curidfB
topology. Here the concepts of possible edges ahdlaedges are raised for the reason of respéctilescribing
information in capability and attribute parts of ®lject LFB. Then an improved pattern matching atpor is
proposed based on AC algorithm. In the end, agegironment is built to compare the matching edfiwiy of the
two algorithms. We find that when the capacity dityr or the actual edges are set to a fixed siz,irtiproved
algorithm needs less matching time and is moreiefft compared to AC algorithm.
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