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ABSTRACT

This paper introduces the automatic adaptive equalization based on SMI, LMS, NLMS and RLS. Matlab tool can be
used to simulate the above algorithms in linear dispersion channels. Also the effects of the delayed time ,channel
parameter and filtering parameter to the convergence rate and precision are analysed.
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INTRODUCTION

Since b. Widrow et al., 1967, put forward the adegpfilter, due to its advantages of small amourtaiculation[1],
easy to implement, it is developing rapidly in necgears. At present it has been widely used inncbh
equalization, including communications system afaraand sonar beam forming, signal detection analyrother
aspects of the background noise. In the field ghai and information processing, the performancerasfous
adaptive filtering algorithm is put forward and tbenvergence has become the key to the applicafi@daptive
filtering[2]. This article mainly research the SNH channel equalization problem such as LMS, NLNRES
algorithm. The learning curve is obtained by simioh, and the influence of various parameters loa t
convergence and steady-state accuracy is alsozafiBs5].

2. The equalization principle of adaptive filter algorithm

Adaptive filter is established on the basis of héag supervision. The best adjust the weightingfament makes a
regulation of minimum cost function. In most praati applications, the adaptive process is through ihput
training sequence, according to minimizing the meguare signal error or minimizing the average pfajeFor a
discrete time system, it will be hoped that thepatitof the adaptive system is defined as the erpect

responsé (N) . Considering the stationary random signals, theptide system under the condition of minimum
mean square error output of optimal weight vectoreet wiener hoff equation:

hy, =R’ (1)

R stands for the autocorrelation of input signalpxmeans the expected response dif@l) is cross-correlation
between the input signal x, which conforms to faet that the solution of wiener hope equation miane

objective functiond (n) = E{e(n)e*(n)} = E{|e(n)|2}

The most commonly used method in equalization otigreis to insert a transversal filter w betweere th
transmission signald(n) and the reception filteh . It is composed of a stripe tap delay line, ancheap delay
signal is weighted to a combined circuit outputeafthe summary. Due to the randomness of wireless
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communication channel, which requires the equaliequired to real-time tracking time-varying wirgtechannel,
can adjust the tap coefficient automatically acoaydo the channel response. For linear adaptiter.fthe method
of cumulative coefficient basic can be divided itwm kinds, one is based on the gradient algoritsuch as LMS,
NLMS in this paper; the other is based on the Isgaares algorithm, such as RLS in this articlesdBlaon iterative
gradient algorithm by searching the error perforoeanf the surface to achieve optimum performancasomement,
the least squares algorithm by making a right teksthe optimal cost function minimum value. Theicket
introduces four kinds of adaptive filtering algarit respectively.

2.1 Sampling matrix inversion algorithm (SM1)

SMI algorithm directly sample from received sigezaln), and calculate the correlation matrix by skmgpvalue .
For stationary stochastic signal and the ergodsistance, the average time averaging set can lkiengby the
sampling value. So the input signal autocorrelatr@trix and input and expected output of crossetation matrix
are estimated as follows:

R== 20 () >
~ 1 &
P=- 2 2 (n) 3

K is the observation dimension, which takes theatxjiength of the equalizer in the simulation.

The estimation of weighted vectok isw = FAQ'lf) 4D

The estimation of weighted vector is used to estitnthe output signal :
d(n) =W (n)z(n) (5)

2.2 Theleast mean square algorithm (LM S)

The LMS algorithm is linear adaptive filter apprbac Its most distinguishing feature is Simplicitiye criterion of
LMS algorithm is minimum mean square error, whickams the expectation value of the differe®(d®) between
the ideal signald(n) and the output of filter the squarg(n) reach to minimum. And according to this criterion
to modify weight coefficient, so it called the mimim mean square error.

The relationship between three basic form of LM$athm is as the following:

~H
1.The output y(n) =w (N)z(n) (6)
2.Estimate errors  e(n) =r(n) —y(n) (D
3.The adaptive weight vector ;(n +1)=w(n)+ uz(n)e (n) (8)

M stands for the step parameter.

2.3 Thenormalized least mean squareerror (NLMS)
The disorder of LMS algorithm is directly proporia to the tap input vect@(n) . When the z(Nn) become large,

the LMS filter come across gradient noise ampltfmaproblems. In order to overcome this difficultige standard
LMS step generation such as an intuitive, the ntized LMS filter (NMLS) can solve this problem:

F(n+1) =w(n) +—E—z(n)e’ (n)
J2(n)]

=w(n) + ,uNz(n)e* (n) (9)

So the NLMS algorithm can be treated as the vagiatdps parameter LMS algorithm.
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2.4 The recursive least squares algorithRLS)

The LS algorithm take place the average time wiih average set. It do not need the statisticalfestof the
known input, which means it is the not best , oit & wiener solution. Due to the time averagasisociated with
observation length, by introducing the forgettiagtbr beta, the filter can be used for nonstatipearvironment.the
The cost function is defined as follows:

J(n) :i,[;’(n,i)|e(i)|2 :i)l"“|e(i)|20 (10)

The weight vector w (n) is the use of all the obaton data between =1 ~nto estimatep is the forgetting
factor. What makes the smallest weight vector i@ solution of WF equation, but normal equation:

®(n)W(n) =p(n) (1D

n n
Then @(n) =Y B"'z(i)z" (i), p(n) =Y. B"'z(i)d" (i)
i=1 i=1
Eventually the recursion method of RLS was derifeethula is as follows:

K =B PO=2z(0)

- (12)
1+ 872" (n)P(n-1)z(n)

#(n) = w(n=1) +K(n)|r" (n) -z" (Nyw(n-1)| (13

P(n) = B'P(n-1)- BK(n)z" (N)P(n-1) (1

3 Experiments
Taking advantage of the sending sequence for weigiming, which means as the expected respbfi3gand the

input Z(N) known, through the weights of different algorithme can get estimates. According to the learningecur
of different algorithms , we study the transiendl steady state performance of the algorithm.

The sending sequence add noise by simulating theneh response , then the output is gotten filgehbip inputting
the adaptive channel equalizer , as shown in Fitilis the channel impulse resporlle= [h(l) h(2) h(3)]T :

h(i) can be described by the up-cosine function:

1 2. .
) 21 cos[£(1 D], 1123
0 ,  HE

The parameters@ control the channel distortion produces, and lsoadetermines the -eigenvalue
spreadf(R) = A /A, R=E{zz"}, Aisthe eigenvalue of matrRR.

d(n) is the emission data symbols (message), such &sltity distribution +1(as the random numbers with
the average to be 0 and the variance to bev{l) is the white noise with the mean to be 0 and thé@nee to be

02 =0.001 d(n)and v(n) keep statistical independence.

Message after delay time as a reference signal foe training sequence), the error signal. Thegte of the
equalizer w M = 11.
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Fig.1 The principle of channel equalization

4. Resultsand analysis
Four different algorithms have been used for chhegealization in matlab simulation. For every paeder, 100
Monte carlo computer simulation experiments havenb@one. Through the average of relationship cbeteieen

the instantaneous mean square error (neze()”l) andn , we get the average learning curve set of adafitter .

4.1 SMI curve
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Fig.2 is when the channel distortion parameter&.arand 3.5. It can be seen that the greater genealues spread,
the slower convergence rate of SMI adaptive fittgralgorithm is, and the greater the steady-stateevof mean
square error will be.

Fig.3 is learning curve with fixed channel distortiparameters when the delay time is 7 and O régphc It can
be seen that the selection of delay tirhdias almost no effect to SMI convergence speed tadl-state value of
the adaptive filter .

42 1L MScurve

Fig.4 shows the LMS learning curve with fixed sfepgth parameters, fixed delay time, and changexdhrodl
distortion parameters (corresponding eigenvalueaprate). From the figure , we can see that tlengsh of
expanding the range of the eigenvalues reducesaifneergence rate of the adaptive equalizer, aswliadproves
the mean square error of steady-state value.

From Fig.5, we can see that the convergence ratieedf MS adaptive filter equalizer to a large extdepends on
the step size paramejr. When [/ is large ( such g& =0.075), the equalizer reaches to the steady aftde

about 120 times of iteration. Whegp is small (/ =0.0075), convergence speed slows down , it dti#s’t

reach to the steady state even after one thousenadions . It can also be seen from the figuréttimaverage mean
square error of steady-state value increases Wwehehhance gif. This fully shows that the step size of LMS

algorithm parameters need a compromise betweetothergence speed and steady-state accuracy.
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From Fig.6 we can see that the selection of deéfag t7 has no obvious effect to LMS adaptive filter comemnce
rate. But with the appropriate delay time (such7as 7), it can reduce the steady-state value of nsg@are error
to very small (as 0.002). If the delay time is appropriated chosen (such ds= 1), the steady state value is
significantly large(as 0.1).
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43NLMScurve

Fig. 7 shows that the bigger the step size paranietéhe slower convergence rate will be, and gshwller the

steady-state error value is. This is the same Wll$ situation . NLMS has slightly faster convergerspeed than
the LMS .

Fig.8 shows that the greater channel distortiorapaters(or the eigenvalues spread degrees) issldtiveer

convergence rate the NLMS adaptive filter will hagad the bigger the steady state error valuehis donclusion
is the same with LMS algorithm .

Fig.9 shows that the choice of the delay time haseat influence on the average steady state npaares error
(mse) value. By chooseappropriate delay time (sscl = 7), the steady state values will be small, otleswhe
steady-state value will be great (such&s= 1).

4.4 RLScurve
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fixed forgetting factor

By Fig.10, we can see that the greater the chagisédrtion parameters is, the faster the RLS adaptiter
converge, and the greater the average mean squareofsteady-state value will be. Fig.11 showest time greater
the forgetting facto is , the smaller the steady-state value will bat,the convergence speed changes little. Fig.12
shows that choosing the appropriate value of thadst state value for the delay tinfeshould be very small,
otherwise the error will be great.
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Fig.12 changed delay time RL Slearning curve Fig.13LMSand RLSlearning curve

From Fig.10,Fig.11 and Fig.12 we can see that th8 Rlgorithm will be convergence after about 2Qat®ns
which is about 2 times than the number of transldiliger tap.

Fig.13 shows the learning curve of LMS algorithnd dRLS algorithm. As we can see that compared with t
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convergence of LMS algorithm, the RLS algorithm wengence of relatively insensitive on the eigengalapread

of transformation. The RLS algorithm has the muektdr convergence rate than LMS algorithm. The RLS
algorithm sets has much smaller mean square eatae \of the steady state than LMS algorithm. Itvehthat the
disorder of RLS algorithm is O in theory.

CONCLUSION

Through the simulation of SMI, LMS, NLMS and RLQatithm, we can get the following conclusion:

SMI algorithm has common convergence speed. Seujeotthe influence of eigenvalues spread, whernnierse
of covariance matrix is morbid matrix, the matnwersion will be irreversible. So it is rarely usedthe practical
application. LMS algorithm is very simple, but inder to obtain good steady-state performance, ¢leeled step is
small, so the convergence speed is slow, and theatipn time is longer. Increasing the amount ¢dudation is a
great disadvantage for real-time processing remérgs. In addition, the learning curve of LMS isiséve to
eigenvalues spread. NLMS is the improvement onltkkS algorithm, by using the changed step lengtie t
convergence speed of LMS algorithm is increasetl thmu steady state error value is not too big tange. RLS
algorithm converge quickly, and the error is vemedl.It is better than the other three clock altior. But It usually
needed large forthe RLS algorithm, and the @ogstructure is complicated.
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