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ABSTRACT

This paper improves the naive bayesian classiboasilgorithm , combining with the rough set theasy can get a
naive bayesian classifier algorithm based on thegtoset. We implement this algorithm on a cloudfpten using
map-reduce programming mode and get a excellentltre& recall rate of 76.4 was achieved when clygsj

Tibetan Web pages .
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INTRODUCTION

Along with the national financially supporting dmet Tibetan information infrastructure, and the dagevelopment
of Tibetan economy, the scale of Tibetan netizesss constantly growing. Automatic classificationlarge-scale
Tibetan Web document can improve the disorderlyasibn of webpage text information, so as to redheequery
time, improve search quality.

At present there are a lot research about Chinesed@cument classification , and usually we uselhssification ,
clustering algorithm and so on in the researcttgss . This paper we mainly use the classificagigorithm .

Classify various types of information in the Tibetaveb so as to get the useful information . Nowadthe
commonly used classification algorithms are theisies tree , the k-nearest neighbor , the suppextor

machine(SVM) , the vector space model(VSM) , thev& Bayes algorithm and the neural network alaonit,

among which we choose the naive Bayes algorithmpghper . Compared with other algorithms , theen@sayes
algorithm simple and practicable .

The algorithm work well in a small amount of datasome language such as Chinese. But the technaogy
Tibetan is not so perfect , When applied to largeadhe efficiency even worse . Nevertheless duitiegbig data
time , the ability of obtaining large-scale dataqessing and improving the calculation efficiengytie main issues
needed to be resolved about webpage text clagmficeechnology. Many experts are all devoted fs ttirection .
Eventually combined with the newest frontier sceemamed cloud technology propose the method d&llphr
processing. Put the massive data segmentationaimtlurality of small amounts of data , and in gaherse the
map-reduce meth&4. It handles the large data sets through thealuahd establishes a mainstream parallel data
processing model in the cloud platform.

THE ANYLYSISOF COMPUTING TASK

The naive Bayesian classifier algorithm has sonfeatte Here to improve this model we introduce riegh set
theory, establish the model of the naive Bayeslassdier algorithm basing on rough set . In thedgtof the naive
Bayesian classifier algoritHth@basing on rough $8ttheory , through introduces the knowledge reduchasing
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on information entropy to improve the limits of elitional independence assumption , Put forwardatherithm of
approximate attribute reduction basing on inforovatientropy , then proposes the naive Bayesian ifitass
algorithm basing on rough set . The experiment g@savthis algorithm is better than the naive Biassification
algorithm*® in classification ccuracy .

The maximum independent attribute reduction alporff! , deals with the null value attribute in the dimistable |,
eliminate the redundant attributes and the relglgain attributes , then selected partly attritageand delete . All
of this are in the premise of not affecting thesslfication ability . Through the above operatiomproves the
limitation of the condition attribute independendea line with the requirements of naive bayesitassifief” ! 1%,

So we get a naive bayesian classifier algorithnedhasn the rough séf. Its input includes the data set , the
condition attribute , the decision attributes amel dutput is the classification results .To quialdgap , improve the
naive Bayes text classification algorithm via tharhing of rough sét"%, then apply in the cloud platform , using
the map-reduce method by means of the parallelegsdag . In order to further study , the next snaply analysis
of the computation task .

Calculate the maximum posteriori probabilitympp and get the best classification document discritionalf there

are M classifications, we are required to calculageM posterior probability of document to be slfied. Take the
maximum posteriori probabilityCmpp,The correspond class name as the category oe#ted be classified. The

calculated of posterior probabilities completesthgy map-reduce parallel processing mBdéf. The calculation
formula of the posterior probability is as follows

C=In P(Cj)+kzr:;|n Pla 1G) (9

Completing the calculate of type (1) can do theknafrthe following statistics and computing usihg tmap reduce
formula.

The basic statistical work : The statistics of eaample term frequency ; Count the document frecyen feature
word (DF) ; Count the total number of feature wordcabulary(VC) ; Count the label number of each
class(LC);Calculation the normalized term frequenofy each feature words, The calculation method is

_In(1+D,)
- o

k
calculation of weight normalized term frequency onfeature words in the class,

T. =WNTF_ IDF= NTFx IDF ;Calculate the sum of normalized weight by all thature words in a class,

FS=>"T,.

NTF :Calculate the inverse document frequency featuoedsy IDF :In(LC/DF) :The

Through the above computing can get a naive Bayetissification model based on rough set, whidtdiees by
a sparse matrix and two vectors. The each row afsgpmatrix Q corresponds to a feature words, aod eolumn
of it corresponds to a class, the matrix elemetitésnormalized weight values of the correspondé&agure words.
Vector V express the sum of normalized weights by feature word in all the class; and vector N egpithe sum
of normalized weight by all the feature words iolass . From the above analysis , put the text giadatification ,
to lay the foundation of the following calculation
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Figure 1 Distributed algorithm process

THE MAP-REDUCE PARALLELIZATION OF CLASSIFICATIONALGORITHMIC

We have a certain understanding of the theory ftbenabove analysis , then we analyze the calcglatocess
concretely , mainly include the implementation eXttpreprocessing , the generate of naive Bayetiasification
model based on rough set , the map-reduce panaditiod of classification (test) stage and so on .

A The implementation of text preprocessing
The object of text preprocessing includes two aatieg, One is the corpus webpage texts which diected and
artificial categories annotated in advance, usingaining and testing stages; the other kindhéswebpage to be
classified which is crawls down from the wap siteeTarget of the text preprocessing: Put the dootiméo a text
input format of the naive Bayesian model basedoogh set. The features is each line of the testrépresenting a
sample text, that is a sample text emerging in filee in the form of row. The organizational structuis
“Label+(\Table)+Term_1+(Blank-Space)+...+(Blank-Spadeym_R”. Input: The key is the path to the documen
name, the value is webpage, The content of trais@t@r test set.

The map job: The document treatment on the traisetgand the test set need to parse the pathnahgyud the
directory name as the class name; For all the saloee deal with call the Tibetan word segmentataol; the
output of intermediate result is<class name or YRerm_1+ (Blank Space)+...+ (Blank Space)+ Term_R }>

The reduce job: Put the intermediate results withdame key into a file ,when dealing with thenirag set and test
set document. Such a category corresponding te;a&Crdered by URL with the webpage document talbssified,
and the output is a large file, then block storageording to the file size.

B The generate of naive Bayesian classificationehbdsed on rough set
1)Statistical information job
The task is to complete the four values of thasttes: The frequency of feature words in eachs;lése document

frequency of feature words appear in a class, éatufe types and the number of documents in aTéet.input is
the text input format of the naive Bayesian modaelda on rough set in the preceding stage: putidise name label
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as the key, following by feature words set whick hieady segmented as the value.

The map job: Count the frequency of each featuredsvoccurs in each line of tel_x}( ;Calculate the normalization

denominator of term frequenchk: LN = lz D? ;Calculate the normalized frequency of feature \soird a
k

document; Output the intermediate results of noadlfrequency: its key is constituted by Label an#len, which

is emit:<(Label, Token), NTF>;A feature word apmean a document of class, then output the interatedi
results<(Label, Token), 1>,the key is constitutgdlLlabel and Token; Output the intermediate reswhen there
appears a feature word<Toketh>,the key is token; The statistics of document Iners belong to a class, output the
intermediate results,<Label, 1>,the Key is Label;

The reduce job: As to the <(Label, Token), NTF>, fefLabel, Token) is the same, then sum by theFNThe
results are the sum of normalized frequency of daature word in all documents by the given class to the
<(Label, Token), 1> set, if (Label, Token)is thenga then sum, and get the number of feature wordsdocument;
As to the <Token, 1> set, if Token is the samen thetput<Token, 1>,so the next map-reduce job camtcall the
Token numbers; As to the <Label, 1> set, if Lakehie same, then sum, and you can get the numbdoxoment
containing in a class.

2)The job of calculating normalized weight
The primary mission of the Job is to compute noizadl weights value of each feature word in eachsclls input
is the four output files of the above statisticgbrmation job.

The map job: Obtain the total number of documentstaining in one class; Obtain the times of featwogds
appearing in the document; Calculate the standBife Value of feature words, and output the interiated
results<(Label, Token), IDF>; In the <Token,1> gdétJoken is the same, then output the intermediatilts
<Vocab_Count,1>.

The reduce job: As to the intermediate results k@laToken),IDF> and the <(Label, Token),NTF> outptithe
above job. If the key value (Label, Token) is thens, then calculatdVNTF__ IDF= NTFx IDF, and get the

normalized weights value of a feature word in @sjahen outpui(Lable TOKEbl, WNTE IDP ; Asto

the intermediate results<Vocab_Coun t,1>, the kayesVVocab_Count are all the same, directly sunvétee, and
we can obtain the total number of feature wordsbotary in the training.

3)Weight summary job
The weight summary job is to subtotal the normaliweights of feature words in a certain class.

The map job: Its main task is to output the inpey by classify, so as to summarize on the reduagestor each
input key value pairsi(Lab|e, Tokeﬁl, WNTFE IDP , outputs the intermediate results respectively

<Token WNTFE_ IDF>,< LabelWNTF _IDF> , < Anyone WNTFE_ IDP>.

The reduce job: Sum the key value of ‘Label’, ‘TokéAnyone’ respectively, we get the normalizedighgs sum
of a feature word in all categories, output <TokE8>;and the normalized weights sum of all featuogeds in a
class feature word feature word, output <Label, ja8d the normalized weights sum of all the featuoeds in all
the class, output <Total_Sum, TS>.

C The map-reduce parallel method of classificafteat) stage

Preprocess the document to be classified, orgdhéra into a input text format of the naive Bayesizodel based
on rough set. Each document to be classified irntekeappears in the form of row. The execution ma@ism of
map-reduce is the input divides into a pluralitydafta blocks according to the size of the inp@, fdnd parallel
computes the corresponding tasks through multigppar and reducer.

The map job: Load the naive Bayesian classificatimael basing on rough set; As to each feature \votide input
Key value pairs <Label, Token>,take out its relévyaarameters to calculate the class conditionabadndity in the
naive Bayesian classification model basing on rosgh and calculate the posterior probabilitiesttaf given
document on all the class; Use the category cooretipg to the maximum posteriori probability as theut
document categories. If proceeding the test tdmg butput<( the original mark before calculate, ¢tass name to
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have identified),1.0>; If proceeding the classifion task, then output<( the original mark befoadculate, the
class name to have identified), >

The reduce jobAs to the documents to be classified, directly attfhe intermediate results; for the test
document, to the intermediate results <( the oaiginark before calculate, the class hame to hametified),1.0>.
If its key is the same, then sum the value, the output is &agenerate confusion matrix, and conduct
classification evaluation.

Above is the calculation of the naive Bayes tegsslfication algorithm based on rough set in tloeidtIplatform

The key is tl interface part between the map stage and theeestage . Timely feedback and verification to
the best classification results . Figure 2 is thd tlassification process , just shows the maloutation steps an
give an intuitive understandiraf the algorithm

Teat to be , The nave Bayes
classified | algonther bzsed on reugh set

Wap-reduce process

clagafied

Lt
rigure 2 Tegt clasnhedhion proces

THE EXPERIMENT SITUATION

A Comparative experiments of one macl

Comparison the performance of processing the sézeedsta on the same hardware configuration ensriemt
between a computing node in the hac®®3 cluster and the serial software of naive Bayesiassification
algorithm basing on rough set. In the experimentuses the weka systi*? and choose 20 newsgroups data ¢
which collects 328 Tibetan sample documents. Thénhem in 20 folders sarately. And the total file size is 2€
MB. Both of the comparative experiments, the scdldata changes from small gradually increase ¢ tiaking
the cross-validation experiments.

The experimental results show : When the input dagmall the prcessing efficiency of hadoop computing no
are below the noparallel computing method . This is because corimgethe naive Bayesian classificati
algorithm basing on rough set on hadoop clustedsi¢o complete multiple m-reduce operations, anhe start
or interaction of each operation requires a cedaigree of resource consumptic

B Experiments on the cloud platfo

The configuration structure of cloud platform: Achine as the service host node of namenode anigoker. The
other sixmachines as services slave node of datenode dnttaaker. The hardware configuration of each nad
as follows: Intel Xeon X3330 CPU,8 GB RAM, 2 TB Si&hard disk and the onboard Intel dual Gigabit roek
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controller. According to the method of hadoop pebjen the official website configurates clusterasibg on the
Hadoop0.20.2 version.

| "W ]
Wk
Ty Work: Sl O
Smiro = orker- = Spilt
Spalt 1.
Spiln 2 Worker-
= [ 1
Sl b rorione | Spilt 0.
Spile 4
AR & Worker:
Ioput Map Miiddle Raduce Chatpud
files sage files stage- fide

Figure3 Map-reduce execution framewor k

Figure 3 is the map-reduce execution framework.thisrinput file is too large , we decide the infilg into five
files just as shown in the figure 3 , then giventite three workers in the map stage , through tatlewve obtain the
intermediate results , and output it to the midilke, and next we give them two workers in the ueel stage ,
after calculate we get the final result , and outpto the output file . This is a simple procedsmap-reduce , and
some actual experiment is much more trivial thas thn this paper we just use the above execudiuh obtain
much more satisfied | results .

Experimental data : Search corpus in Tibetan wehsind making the training and testing .  forttine being, we
take sports , tourism , the Tibetan Medicine (TMyucation, the Tibetan Buddhism (TB) , recruitmeculture and
so on, all these seven classes as an examplé.casegory has 600 documents , and has a totd) MBin size
after decompression .

Table 1: experimental data

Subject category | sports| tourism | T M | Education| TB | Recruitment| culture
The number of tex{ 100 50 10D 50 50 100 150

Shown in the table 1 we collect 50 tourism messa@®seducation news , 50 Tibetan Buddhism infoiomat 100
sports news , 100 Tibetan medicine messages , df¥Qitment information and 150 culture messagisough
analysis these records we can get a lot usefulrivdton .

Table 2 The overall experimental results

algorithm The naive Bayes algorithm ba‘Spc‘The naive Bayes algorithm
on rough set
The recall rate 76.1% 73%
The average accurag 77.6% 74.9%

The classification results : The confusion matrix eest output shows in table 2 . In the naive Bayext
classification algorithm based on rough set moldelrecall rate is 76.1% and the total classificatiEcognition rate
is 77.6% , and in the naive Bayes text classificatalgorithm model the recall rate is 73% and tb&lt
classification recognition rate is 74.9% . We car through improving the algorithm both the recate and the
efficiency are significantly improved .

Below we analysis the seven items partly by thalteate and the efficiency , so that we can get detailed
information on specific ,with which the Tibetan pé®can take effective measures to the wanted news

Table 3 Comparison of two algorithmsfor therecall rate

Subject category sport | tourism| TM Education| TB | Recruitment| culture
The original algorithm 76% < 72.5% 72.3% 71.69 %  .168 68.6%
The improved algorithm 799 75.1% 74.7% 73.8% %  .5%2 71.2%

()]

~
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Table 4 Comparison of two algorithms for the accuracy

Subject category sport | tourism| TM Education| TB Recruitment| culture
The original algorithm 76.19 73.29 72.5% 70.3% .6 73.1% 72.8%
The improved algorithm = 79.4%  76.4% 74.2% 73.2% A8 75.4% 76.1%

Shown in the table 3 and table 4 are the recadl aad the efficiency by the seven items . For #walf rate , the
culture class is the lowest , and the most areaksst for education . For the classification accynae see , the
classification accuracy of education is the loweand most of them are taken as employment . fatiors
influencing the classification recognition rate asefollows:

Have relationship with the formula selection of I{ﬁyametersP(a}Ik | Cj) in the naive Bayesian classification

model basing on rough set; Affect by the Tibetamdrgegmentation tool performance, there is noiapéature
words selection work in this study, so the stopdsoprovided by segmentation tool has great inflaeoc the
results; Associating with sample quality in thepacs, there should be a greater discrimination betweach class.

By comparing the two algorithms above , we can ktiogvimproved algorithm are greatly improved , @itin the
running time or the efficiency . Of course, the mwed algorithm has his shortcomings. We can furtheearch
this to get a better conclusion .

C The Improve of algorithm

Although the naive Bayes text classification altori based on rough set in the cloud platform alydzal/e been
improved , it also have some problems , and itstéirbe further improved and perfected .

The rough set theory we use in this paper is vienple . After a thorough study can further expamel application
range and precision of the model . Of course, weatso combine the naive Bayes text classificatigorithm with
other theories . Moreover the amount of data wecsel in this paper is not enough , and we shoutdofisnore and
larger amount of data , which can improve the acymuch more . The last but not the least , teaiscloud
technoé(zscj;y is not so well . We should further stublg distributed parallel processing technologyrafp-reduce
method™".

CONCLUSION

Through comparing the above two algorithms we kriive naive Bayes text classification algorithm baeed
rough set in the cloud platform greatly enhancectideulation efficiency , for the sample size is big enough , the
difference of calculation time is not obvious , katill improved . The Tibetan netizen also obtaie desired
information much more quickly and effectively thgiuthe above classification algorithm .

In a word , this is paper through study the mapicedbarallel method of the naive Bayesian clasdifia algorithm
basing on rough set on the haddBrloud platform, improves mass data processingtaadalculation efficiency
in the naive Bayesian classification algorithm bgson rough set. The experimental results show: nikiwe
Bayesian classification algorithm basing on rough, sunning on the hadoop clusters after the mdpeae
parallelization. It has a better speedup ratio, gaihs a high recognition rate on the Tibetan vpaige
classification .
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