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ABSTRACT

In this paper, we study one kind of Markov Skeleton processes, nonhomogeneous (H,Q) processes, and we
mainly focus on their distributions and moments of the first entrance time. With detailed analysis, we obtain their
recursive formula and some related properties. And as one kind of nonhomogeneous (H;Q) processes,
Nonhomogeneous Semi-Markov Process, we study it’s distributions and moments of the first entrance time, and
we also obtain their recursive formula.
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INTRODUCTION

In applied probability fields, we usually find that there are a large class of stochastic processes which are not Markov
Processes(MP), but there exist a sequence of stopping times ( 7, ), at which the stochastic processes have the Markov

property. Stimulated by this discovery , Hou et. al [1,2] named them Markov skeleton processes (MPS). Usually, MP
can be regarded as a special case of MSP.

One of the result in Hou et.[2] is about the minimal nonnegative solution of the “backward equation” which is
determined by two variables called binary characteristic (H,Q), and through (H,Q), the nonnegative solution can
expressed by an explicit formula. We also call such kind of process as (H,Q) process. And homogeneous (H,Q)
process and some application have been studied in [2]-[7] that provide some preliminary theoretic foundation, while
as the process being nonhomogeneous, it will become more generous. In this paper, we will discuss the distributions
and moments of the first entrance time for the nonhomogeneous (H,Q) pocess and their application in
nonhomogeneous semi-Markov process

The remainder of this paper is organized as follows. Section 2 gives the definition of nonhomgeneous (H,Q) process.
Section 3 discusses their distributions and moments of the first entrance time and some related properties. In section 4,
we discuss their application in nonhomogeneous semi-Markov process

NONHOMOGENEOUS (H,Q) PROCESS
Let (QQ, F', P) be a complete probability space, X = {X (¢,®),0 <t < 7(®)} is a stochastic process defined on

(Q, F, P) with values in ( E, £ ), where (E, &) be a measurable space.
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Definition 1 A stochastic process X = {X(¢,®),0 <t < 7(w)} is called a nonhomogeneous (H,Q)- process, if
there exists a sequence of stopping times {7 " }nZO which satisfying the following properties,
i O=r,<7,<7,<--,r=lim7z,,P—-ae;
n—>0
() E[X(z,+1) e Az, —1, >t X(7,),7,,X(7,),7, 1, X(0)]
=E[X(r,+1)e Az, —7,>1| Xz )]=h""(t,X(z,),4), n=0,t20,4de¢;
(i) E[X(7,,) € ATy —7, <t] X(2,),7,,X(7,0), 7,15 X(0)]
=E[X(r,, )e AT X )=q""(t, X (), A), n>0,t>0,4€e¢.
For fixed A, 1" (t,x, A) and ¢ (t, x, A) are measued functions about the variables ¢ and X ; and for fixed and
x, h"(t,x,A) and ¢ (¢, x, A) are quasi-distributions on ( E, & ).

n+l

-7,<t

n+l n+l

Let ¢ (x, A) =limg" (¢, x, A) , then by (iii), we know that {X(7,)} ;50,15 nonhomogeneous Markov process
t—o0 -

with staionary transition probabilities {g" (x, 4),x € E, A € &} .

Intuitively, we decompose the process X into denumerable parts {X(¢,®),7, <t <7,k } ., by a series of
increasing Markov times {7}, ., , and nonhomogeneous (H,Q) process is determined by (h(n)(t,x, A)) and

(q(") (z,x, A)) . Obviously, nonhomogeneous (H,Q) process include a kind of process with more conditions.

Suppose A, H are closed subsets of E , and 4 # @ . In what follows, we define some series of function with

indexed as follows.

inf(z,0 <t < 7(w), X ,(w) € 4, if 0<t<t(w),X, (w)+o

+ 0, otherwise.

o4 (®)=

O'A(a)): O-A(a))s lf O-A(a))SO-H(a))
+ 00, otherwise.
Forne N,A>0and p=1,2,---, letting
H x(:)(t)zp(HGA <67, <y 0y SZ'n| XO0)=x), ,fu@®)=P(,0, Sl‘| X(0) = x),

Z 00D = et 100, aeaW =] eMd, 1,0,
ym D =[01d, [P0, mB W) =[ 17d, [0,

and 4 x::H D4 (O):Hm)(cg) =P(,0,(0) < °O| X(0) =x).

In what follows, we suppose for n > 0, > 0, B € £ , nonhomogeneous (H,Q) process X satisfies the following

equations:

E(X(z,)e B| N_]=E[X(z,) e B| X(z,)],
E(X(zr,)eB,t, <t| N_1=E[X(r,)€B| N_]-E[r,<{ N_],
where, N =o{BN{t<7,};Beo{X(s);s=1},t20}.

DISTRIBUTIONS AND MONMENTS OF THE FIRST TIME
In the following, we will discuss the distributions and moments of the first time for nonhomogeneous (H,Q) process.
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Theorem 1 For nonhomogeneous (H,Q) process, ,; f,,(¢), ; @,,(A) and ,, m/, (¢) satisfy the following equations

respectively,

wfu =20 IO o D=2 oL ), ymE =3 (my

Proof: Their definition implies that the three questions above are true.

We now introduce the following Lemma (the proof referring to [6],page 97).

Lemma 1 Vx> 1,and B € &, then
E(X(r,)€ B N_vo(r,)]=E[X(zr,) € B| N_]
Where N_ v 0(7, )is the smallest O region including N__and o(7,,) .
For n = 1,"2,--- , letting ”
7, (x,B)=P(X(r,) € B| X(r;)=x),k=12,+;
9, (x,B)=P(,0,27,,X(z;,)€B| X(r,)=x),k=012,
9 (x,B)=@,(x,B)=P(,0,27,X(z;) € B X(0)=x),;
¢(x,B)=P(,0,<t0<, 0,<7, X(O) =X);

a3 (0 =P(,0,<t7,,

Hgo)fl ) (/1) _[ _ﬂthf(k n)(t); Hm)(cfl P = _[0 tdefxf’")(t),p :1,2,---.

Y=x),k =12, n—1;

Lemma 2 Forany B < E\ (AU H)and k =0,1,2,---, we have the following equations
P(X(7,,)€B,y0,2 Tk+1| X(r)=x]= I 7y (2,B) - ¢ (x,dz)

Proof: P(X(7,,,)€B,, 0,21, |X(rk) =X)

=E[,0,27,,E[X(7,,) € B N_ vo(r, X (z,) =x]

=B, 0, 270, ELX(7,,) € B| X(7,,)]X(z,) = x]

= P(X(r,.) e Bl X(z;,))=2)-P(;0,27,,,X(z;,) edz| X(z,) =)
=[ 740 (2. B)- 9, (x, ).

Lemma 3 For fixed # € N, we have the recursive formula as the following

d PO =] ped) S 0) 7 (2 dy),

E\(AUH)
And then for k =1,2,---,n—1, we have

(H ¢(k+l D (t)) Tk (29 dy):

(a7 (0) - 7 (2, ),

(k,n+1)

a Py (1) = I @, (x, dZ)L\(AuH)

o O=[ o a,

Proof: f(k"Jrl)(t):P(HO'ASZ‘,TH<HO'ASZ',,+1

=P(X(r,,,) e E\(AVUH),,0,<t,7,<,0,<T

X(r,)=x)

[ X (7)) = X)

X@o) Tt XEO1 Ly emiaony L1y e o PAO] X (7,) = X]
X(t) =] P(X (7)) €dy, 0,27, |X(7,) =x]

= J.Q El,0,<t71,<,0,57,,

=J.E\(AuH) P(yo,<tr,<,0,<7,,
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IE\(AUH) (Hf(kH " (t)) ' P(X(Tkﬂ) € dya].[ O-A > Tk+]

= [ ¢ (x.d2) (/50 O) 7, (z2dy).

X(z,)=x]

.[E\(AuH)

We have equation (4) immediately by taking Laplace-Stieltjes transformation about equation (3), and then we get the

equation (5) considering the definition of ,, m ;"""

Letting ¢ (t,x,B)=P(,0,>71,,1<t,X(1]) € B| X (0) = x), we have the theorem as follows,

Theorem 2 {,, /. (¢)} are determined by the following recursive formula,
a0 =g +[ 7 (z4) 9 (tx.do)

E\(AUH)
W LU0 = [ p(x,do)| Wl ©) - 7, (2, ).

EN(AUH)

Proof: , [\ (1) =P(,0,<1,0<, 0, <7,|X(0)=x]
=P(,0,<t0<,0,<7|X(0)=x]+P(,0,<t,,0,=7]X(0)=x]
=4(t,x)+P(,0,<t,, 0, =71|X(0):x].

While  P(,0,<t,,0,=1|X(0)=x]=-P(X(r)) € 4,, 0, 27,7, <f|X(0) = x]
—E[E[X(z) e A, 0, 27,7, <[] N_vo(r, )X (0) =x]

=E[,0,271,1, <t,E[X(1)) € A| N_ v O'(Tl)]|X(O) x]

=E[,0,27,7, <L,E[X(r)) € 4 X(rl NXO =x]=[ 7249 (x.d2).
Then we have Hf(l) t)=¢(t,x)+ IE\(A w (z,A)- @ (t,x,dz), and then we get the recursive formula about

(n) "/ (t),n 2 l immediately by letting k = 0 in the proof of Lemma 3.

Theorem 3 {,, @' (1)} are determined by the following recursive formula,
pPU D=y A+ [ 72, A) B(Axdz)
w0 =[ plrd)| (el 0) 7 (2 ).

E\(AUH)
Where, w/(4,X) = jo e " dg(t,x), and D(A,x, A) = jo e do’ (t,x, A),
Proof : We get the conclusion directly by taking Laplace-Stieltjes transformation for ,, (D)EZ) (A).

Theorem 4 {,, m’;"} are determined by the following recursive formula,

Lp _ [* 4p ©

n Mt = .[o ! ¢(dt’x)+.[o t J‘E\(A UH)
n+l,p _ (1 n+l),p

My ¢(x:dz)_[E\(AuH) (H )7, (z,dy).

Proof : The definition of , m ;';,p and Theorem 1 imply that the conclusions in above Theorem is true.

7w, (z,A)- q)* (dt,x,dz)
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APPLICATION IN NONHOMOGENEOUS SEMI-MARKOV PROCESS
Definition 2 The matrix Q(¢) = (O, (¢),i, j € E) is called Semi-Markov matrix, if for any 7, j € E,Q; (¢) has the

following properties.

(iv) Q; (1) =0, <0 and Z,GE 0, (t) <10 <t <+x

(v) Q; (¢) being a nondecreasing and right continuous function, (—00 < < +00);

Definition 3 The stochastic process X = {X(¢,w),0 <t < 7(w)} is called a nonhomogeneous Semi-Markov
process, if there are series of stopping time {7, },., which satisfy,

vi)0=7,<7,<7,<---,7=limr, ,P—-ae;

i) X(¢,) = X(z,,),7, <t<rt,,P—ae;
(vii)) {X, = X(z,,"),n=0,1,2--+} being a nonhomogeneous Markov chains, ie.
P =P(X(r,) = jlX(r,)=i)n=12,

n+l?

Proposition 1 Assume that X = {X (¢,®),0 <t < 7(®)} is a nonhomogeneous Semi-Markov process, and for
n=12,---, letting Ql;") =P(X(r,)=j,7,—7,, < t|X(T ;) =1),then Q(")(t) is Semi-Markov matrix.

Proof: We omit its proof for it being trivial.

Proposition 2 If X = { X (¢,w),0 < ¢ < 7(w)} is a nonhomogeneous Semi-Markov process, then about the series of
the stopping times {7, },.,and (h"(t,7, j))and (q¢" (2,7, j)), X is a nonhomogeneous (H, Q) -Process.

Proof. P(X(r,,+10)=j,7, -7, >1|X(z,,)=i)

=P(X(z, ,+t)=j,there isno jump in [t +t]|X(rn D) =1)

nl’

O;,[1-P(X leaves off i in [z,,,7, +Z]|X(T,,1) i]
=5,[1-P(z, -7, <t|X(z, ) =D]=5,[1-) O (O]=h"(1.i, ).

For the convenience, we suppose that E is a numberable set, and X = {X(¢),0 <¢ < 7} is nonhomogeneous

(H, Q) -process about the stopping time {7}, -

Lemma 4 If X = {X (¢),0 <¢ < r}is a nonhomogeneous Semi-Markov process, then we have the equations as the

following,

w @)= P(X(,0,<t,,0,=7,(0)|X(0)=1);
k .
ﬂ-k(l’B):zkEB []E)’kzl’z’.'.; ¢(t’l)=03 (0(15B)=I{ie3}‘
Proof: We have the result above immediately base on their definition.

Theorem 5 If X = {X(¢),0 <t < 7} is a nonhomogeneous Semi-Markov process, then for p =1,2,---, we have

the following equations,

wla@=20 L), o (D=2 o (), ymi =2 (ymy”
Proof: The proof is trivial by considering their definition.

Lemma 5 If X ={X(¢),0<t<7} is a nonhomogeneous Semi-Markov process, then for fixed

n(n > 1), sequence { , """ (¢)} satisfy the following recursive formula,
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k,n+1 k+1 k+1,n+1
SO = o BV G @), k=12, -1,

Proof. [ (O =2 Lo SO, T (20,0 2)

=2 enom a5, PIP(o, 270, X () = 2) X(r) =)
=2 eno (a5, PP () = 2) X(z) =1)

=2 esom L@ PEUP(X (7)) = 2)| X(z)=1)

(k+1 n+1) (k+1) _ (k+1) (k+1,n+1)
_Z(JeAuH) (H (t))z LA _Z(nguH) B Cu f ®)-
For k=12,---,p=12,---,and A > 0, we let

Q*(k)(l‘) P(X(z,)= ]TkSl|X(Z'k1) i) , :k)(g) I _’”dQ,j(k)(t) ’
A (B)

0, W=[" e"do ()

*(k,p)

uy = do; o), = j 17dO" ().

Theorem 6 If X = {X(¢),0 <t < 7}is a nonhomogeneous Semi-Markov process, then we have
(a) Letting z, =1,{,, f\" (¢),i € E} satisty the following equations,

w Sl 0=, 0O SO =LY, (PO, 02570

(b) As for , f,(¢), we have

HfA (t) Z/‘EA Q(l)(t) + Z =2 (H Z(z gAUH) z(kk?zk )216,4 Q*,fnl)j

Proof: , [ (1) =P(,0,<1,0<, 0, <7|X(0)=1i)

~P(,0,<t,;0,=1|X(0)=i)=P(X(r,) € 4,7, <t|X(0) =i)= Z o ()
aF8O=2 o GO, (2 )9, 2)

—Zwum G SO, PP I =Z( oo B G 130 (@0)

Base on Lemma 5, we get the following result by iteration for above equation.

u [ (@) = (I, Z(Z oo PG £ )

=17, Z(WUH) PO YP(,0,<t7, <, 0,<7,,| X(z,)=z2,)

~(GL D o POOPX (@) e A, <t X(r,)=2,)

ML YL, PODY, 0400

While Theorem 5 implies that the result (b) is true.

Theorem 7 If X = {X(¢),0 <t < 7} is a nonhomogeneous Semi-Markov process, then we have
(¢)For n>1and z, = i,{, ¢\ (A),i € E} satisfy the following equations,

WP D= O ). e O =MLY L BN 08T ()

(d) Then for ,, @, (), we have

H ¢1A (}b) Z/EA Q(l) (/1) + Z:;Z (HZ;} Z(zkgAuH) Z/ -1%k )Z/eA Q*:nl)j ( ) :
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Proof: we obtain (c) by taking Laplace-stieltjes transformation about ,, £, (¢) and ,, £,\"*" (¢), then we have the

result of (d) immediately by Theorem 6.

Theorem 8 If X = {X (¢),0 <t < 7} is a nonhomogeneous Semi-Markov process, then we have
(e)Forn=>1and z, =i,{, m,;",i€ E, p =1,2,---} satisfy the following equations,

Lp _ (p) n+l,p _ n (k) *(n+1,p)
My —Z,-EA Hij s My _(Hk=12(zkeAuH) Pl )Z,—EA H,j

n

(p) (p) _ (p) ® n-l (k) *(n,p)
(f) Then for H miA » We have HmiA - ZjeA ﬂ’] + Zn:Z (Hk:] Z(ZkeAuH) szflzl‘ )ZjeA ﬂznfl./'

Proof: The definition of ,, ml.(:’p ) together with Theorem 6 and Theorem 7 provide us that (e) and (d) are true.
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