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ABSTRACT

The paper described vertex combine theory, angle self-adaptive algorithm and the boundary judgment approach to
compute two dimensional-manifold. The density of the flows originating from the local manifold is determined by the
adaptive angle. For every flow the single step arc-length increasing is the same, and it is easy to calculate the
distance between the adjacent flows. This method makes a step to study the three dimensional non-autonomous
dynamical system.
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INTRODUCTION

HR model is derived from the Hodgkin-Huxley (HH) d&. HR model can not only analog the electric pti¢é of

neurons’ discharging, but it can also simulateftequency of neurons’ discharging. The model carstdioth a fast
changing system and a slow changing system[1].cDupling from circuit and synaptic leads to cir@adrhythm
changes of the two models. Under stimulation ofghgodic signals, two neurons that have the saamanpeters
and chaos situation can be synchronized with sétior signals through phase cycle[2]. Under thestaomt current
and the weak periodic signals, the HR neurons mioalelsome characters of non-liner discharging[Bg fon-liner
system can always be presented in the form ofrdifféal equations.

The computation of manifold plays an important rol@nalyzing the dynamical system. We can see thatlstable

and unstable trends form the visual manifold figurehe manifold can't be solved from the differahtquations

directly[4], and it can only be solved through nuitel analysis. The paper shows the affection atpeter

selection to the non-liner system first; then ftaduced how to compute the equilibria using thasghplanes; throng
the computation of the Jacobian matrix at equaitaind lining the non-liner system we can get tgereialues and
eigenvectors respectively; at last after estimatireglocal manifold and analyze the errors of thpraximation, we

introduce two methods to compute the two-dimensiostable manifold of the HR model.

EXPERIMENTAL SECTION
The HR model equation can be showed as:
x=y-ax®’+bx*-z+1,

y=c-dx* -y, (1)
z=r[s(x-0) - z].
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In the equation, x presents the electric potenfithe membrane, y means the resume parameter stadds for the
slow changing currency/[5].

2.1 The parameter selection of HR model

In term of HR model differential equation, the stilen of parameter is very important to study andlgze the

non-liner system. Because the HR is fast and slm@anging system, when choosing certain parametegssytstem

may have chaos situation. Bifurcation is one of tireumstances when chaos happens. Before chodlseng
parameter, we can do some bifurcation analysiedch parameter to determine the proper parameters[6

It is very hard to solve the analytical solutiontbé HR model differential equation, so we can aginate the

equations (1) as

X = X +(y=ax’ +bx* —z+1)dt,
—_ 2

Yier = Y H(C—dx® —y)dt,

2w = 2 +1[S(x=0) — ctt

Using the Iteration method, we can have the nuraksiclution of the given initiation conditions. Ta§ parameter |

as an example, when choosing a2d=3, c¢=1, d=5, s=4, r=0.006 O =-1.6, dt =0.005 and | arranging from 2.8
to 3.5, we can do bifurcation analyzing for paramet y and z.

)

The bifurcation situation has been done under dlieviing processing: when parameter | grows fro811d. 3.5 by
0.001 for each step, we iterate 50 times for eadMel record the result when the iteration numbewvisr 20. Then
we see how many periodic points the equation (8)asal equal certain value. If it has only oneqmd point, there
will be one point on the figure at corresponding’si coordinate. Otherwise there will be many psi@ind the
bifurcation happens.
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The figure 1-1 presents that x has only one peripdint when parameter | changing from 2.8 to Buit.it began to
have many periodic points when parameter | wagdain value such as 1=3.12. In term of y, parameteads to
the same results as figure 1-2 has shown; but &enfigure 1-3, z have a different results: whergmeter |
changing in the same interval, z always has onegierpoints. Figure 1-4 shows two dimensional kgtion of x

and y when parameter | changing in interval [2385]. As the three dimensional bifurcation showedthen |

changing from 2.8 to 3.5 by 0.001 for each stepniost steps it was a point, but for some stepsa2, it was a
plane. It means that when | chosen certain vahee system has bifurcation situation. From the sathoh results,
we could also know that the fast changing pararegilry more important role in bifurcation situatony are fast
changing parameters, z is slow changing paramétetfle same way, keeping | as a constant parajvetecan also
do bifurcation analyzing to other parameters. Ia gaper we choose the parameter 1=3.2.

2.2 Liner disposal to HR model
Before computing the manifold of non-liner systewe should liner the differential equation first. ¥h the
bifurcation analyzing has been done and the paemégve been decided as 2.1 showed above. Thédbeguf

the HR model systemS, was (-0.7138 -1.5479 3.5446). After lining HR model and computing Jacobian rixatr

we can get the eigenvalued = (-6.998 0.1669 0.0137 and the corresponding eigenvectd/slz (0.6433

-0.1613 0.1386:; V= (-0.7656, -0.9867, 0.9759: V°= (-0.0022, -0.0224, 0.1686 . The HR model
has two positive eigenvalues and one negative e#&ee, so it contains a two dimensional unstableifol and
one dimensional stable manifold.

RESULTS
The local manifold approximation and contingentlgriag are very different. Local manifold approxititen means
estimating the local manifold as equilibria is #enter, which also means estimating the initiatexdiion. The
contingent analyzing which analyze the errors imifiedd computing is to get the minimal errors.
3.1 The local manifold approximation of HR model
The unstable manifold can be defined as:

W(S) ={x0U: lim F'(3 =} ©)

The local manifold approximation is very importdatthe globe manifold computing. If the local maifif is too
small, it will slow down the computing speed. Itllwvdecrease the computing accuracy of manifoldhd tocal
manifold is too large[7].

In term of HR model, we can make the equilibridrescenter andr, / A,, T,/ A, as the long axis and short axis

respectively to determine an ellipse.(The scalthefellipse can be adapted Wy). The plane of the ellipse can be

fixed by the eigenvector§s72 and \73 [8].

K(§) =S, +1{cos(6) 2 +sin(e>%> @

We can also makd|, as the radius and the equilibria as the centeetermine a circle. The plane of the circle is

also fixed by eigenvect0r§72 and \73.

X(S) = S, +1{ cos( ) V,+sin(@N,) ©)

3.2 Contingent analyzing
The surface of HR model’s three dimensional unstabénifold is composed by lots of triangles orectjries.
Taking the triangles as an example, we show hodetermine the vertexes of the triangles to minintieeerrors.

Assuming two vertexes of the triangle are knownXs X,, we have to find the third one(; to make sure we
get minimal computing errors. The following derivebcessing show the principle to get a third vefed [10].
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X; = f(X) (6)
[T (%)= f(x)|[<L|x—X] @)
Xis the points used to compw{g on the same trajectory but former ring. L is thgstchitz constant off .

f(x) =a(x—x)+b(x-Xx,) (8)

Along the trajectory, f (X) can be extended in its opposite tangent directidntersect with lineX X,, the point
of intersection X must satisfy

B+ B,

We can simple the principle asvhen Xis between X and X, , it satisfy the minimal errogs which means it
catches up with the up-wind condition. Only then g2 add dok, to the manifold surface. The plane determined

by X, X, X;is the contingent approximating of global manif&lid[9] [10].

DISCUSSION

The global manifold comes from the local manifolakimg on the property of invariant manifold. Algjectories
composing the global manifold begin form the loganifold. To compute global manifold from local nifafd the
integral time and step arc-length should be set. drtstable manifold computing equation is as flawin

WH(S) ={xDR" lim ¢} =5} =U W[ S) (10)

4.1 Self-adaptive theory for HR model unstable dwddiicomputing

The self-adaptive method focuses on computing rjedtories to compose the global manifold. Fromleand =0
to @=27T, the self-adaptive parametétf changes depending on the max distance of the emja@jectories.
When the distance is beyond the threshald <d,[ld is the threshold of the distancd stands for max distance
of the adjacent trajectories), we will decredsé depending on equation (11) to compute anotheedtaiy.
Otherwise if the distance below 0/1¢l , we should increasel@. Only when distance is between [01d ,[1d ],

can we get the trajectory we needed and the congmgle @=6+[16. One thing should be taken care of is that:
the distance between two adjacent trajectoriesimélease sharply when the bifurcation situatioppesm. Hereafter

we set rough adaptive equation and fine adaptivatsap for 1@ as (11).

2016 -116xd=+ld & 040 d
0e o1 di<ld
6= (11)
0e-00x(d+10+1d) [ d<c& 8] d
H@+Ig (d+d) d>81 d

Computing steps:
1) Determine the parameters using (2). And appratiimg the local manifold using (4);

2) Determine the changing arrangement of self-adapgparameter and the threshold distance. The d¢hgng

arrangement of self-adaptive parameter has an taamtoimpact on the computing speed and efficieiitye lager
arrangement it has, the lower speed it will hawe lagtter efficiency it will get[11].
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3) Determine the total integrating steps, singém d¢tme and arc-length for each step. The morddta steps are,
the more details will be shown on global manifaldface.

4) Based on (10) (11), we compute the traject@i@bchange the angleld to increasd .

5) Repeat the step 4 unle€d > 277.

Simulation and results analyzing:
Under the condition a51b=3, c=1, d=5, s=4, r=0.006 O =-1.6, 1=3.2. The distance threshold is 0.3 and the

changing arrangementillﬁ)_2 —10%. We set the total steps as 150 and single stefeiagth as 0.05. We got the
following figures:

Fig. 2-1 Self-adaptive parameter manifold Fig. 2-2 Local manifold and trajectories

Fig. 2-1 presents the global manifold including trend and density of all trajectories. Fig. 2Hbws the local
manifold and the starting ellipse of all trajecésti We can see most of the trajectories startimgp @ small angle
because it has bifurcation situation then and thece between two adjacent trajectories incrgastimarply. Only
by decreasing the shelf-adaptive parameter caadtw@racy be improved.

The computing errors for self-adaptive method camieasured by equation (12):
e=3fW(e,) 12)

&, means the approximating errors of the local mashitnd f(i)(é’l) refers to £ has been integrated by '’
times. & stands for the total errors.

4.2 Angle constraint theory for HR model unstabkmifold computing

The angle constraint method[12] computes manifblicbugh increasing the number of rings. Hence the ma
distance d between two adjacent rings and the distance oftti@cent dots in the same ring should be sehelf t
dots are too far from each or it didn't satisfy wimd condition, a new dot should be added betwbemtand we
also need rules to judge this. There were alreathesmnethods to do so [13]. But the unique metlwodsis paper
are: First we don't drop the dots which have alwagsen computed even it doesn’t match the crit®étause they
are dots of the manifold and what should be dorietéspolating new dots rather than replacing theetond, we
interpolate dots in the former rings to compute si@mes in the current ring rather than interpotidies in the
current ring directly. Such as:

If ‘)gj x*‘ >d, X = f(Xi.y). X referto the dot should be replaced in some methods

BXiy; + BXi_1yjen)

Bt b

). B.B,>0;

We add new dots:X.,, = T (
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Only when ‘Xijxnew ‘<d and ‘X*Xnew ‘< d;

We treat X, as X, and X asX(j.2)-

Computing steps:

1) Determine the parameters using (2), and approximakie local manifold using (5).

2) Determine the minimal and max value of the amiist angle. We should also certain the distandeden two
adjacent rings and the max distance of the twocadfadots on the same ring. Beside we need thé rintgs’
number.

3) We compute the distance using angle constragthod to determine if it needs to add new dot, (lVadding
new dots, we use the unique methods)

4) Repeat step 3, when all dots on the ring sattsfyrule, we will begin the next ring and the caniipg is over
when the total ring satisfy the rule.

Simulation and results analyzing:

We set the max angle as 0.1 and the minimal arggeG025. The max distance between two adjacegs and the
distance of the two adjacent dots on the sameaiagooth 0.05; the total ring numbers are 150. rEsalts are as
the following:
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Fig. 3-1 Angle-constraint manifold Fig. 3-2 Increasing loops and adding dots
Because the angle constraint method saves unnegesga around the local manifold to control thenters of the
dots on manifold surface, it saves the computinmtbut decreases the accuracy. Fig.3-1 shows ébhalgihanifold
and Fig. 3-2 shows the local manifold and the iasieg numbers of dots ("*" stands for the new addints).

The computing errors for angle constraint methadlmameasured by equation (13):

0= ZZ|X = Xy | + ZF V(&) (13)

ZZ|X— Xnew| are the total interpolation errors argf *’ (&,) are the whole integration errors.

CONCLUSION

The paper introduced HR model and analyzed parasnéiéurcation of the differential equation to shotlhe
selection of parameters of the equation will cahsebifurcation situation even chaos circumstahtie is a fast and
slow system and the fast changing parameter isntkia force for bifurcation. Beside, the articlecatiescribed the
local manifold approximation and contingent anailgziwhich determined the computing speed and acgura

Through the confrontation of (12) and (13), we saa that the self-adaptive method is more acctimatethe angle
constraint method, but it has lower speed. We riedzhlance the computing speed and computing acguvhen

compute the global manifold. The manifold computimgthods provide convenient tools to analyze bétion

situation.
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