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ABSTRACT

It is the extremely important to the intelligencaffic that the automation characters recognitiohlicense plate
system. The LSSVM has been successfully adoptedks a multi-class classifier on the small sampdesilinear
data. It is presented the LSSVM model methodologthe characters recognition system in the papetypical
characters recognition of license plate system asnjposed of the license location, characters extéihcand
character recognition. The improved genetic alduonitis applied to the optimized selection parametsrsthe
LSSVM model. It put emphasis on the parameter gation LSSVM model of the characters recogniti@thod of
license plate system in the paper. Experiments stidiie method is not only feasible, but also hagk accuracy,
good stability, better computational speed and ggederalization ability. The results indicates titaeé LSSVM
strategy improve recognition rate and therefore hawe practicability.
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INTRODUCTION

It is very important that the automation charactexognition of license plate system in the inggliit traffic. A
typical characters recognition of license plateteysis composed of the license location, charaeenscted and
character recognition [6]. The character recognititethod is the license plate segmented charastegnition. It is
including the Chinese characters, letter and diggiognition. The Chinese standard license plate ef@ample,
constitute that the first character is the Chingsgracter, the second one is the letter, the thitlde letter or digital,
the fourth to seventh character is the digital. Nbe template match, NN and statistical classificehave been
applied in the characters recognition of licensgepbystem. But its recognition rate and belieiutghig incomplete
because of the actual dirty, abrasion license plate

In reference [1] plate positioning method is diddeto the direct method, texture detection, cafage vehicle
license plate location method based on vector atitn method. The method between DTNN (discrise-t
cellular neural network) and the Fuzzy logic is farvard in reference [2]. However, the fuzzy cohttan be lost
much information and assigned the weight subjelstivEne means is the more common neural network. NBYI
algorithm converged slowly and was easily trapped & local minimum, and the sliding-mode contridl ot meet
the online modification. Further, there are otherams in some references. Such as mathematical ologyh
wavelet transform etc. Considered the relative tmerf previous models, a RS-LSSVM predictive mddelAUV
is put forward in this paper.

In 1995, Support Vector Machines (SVM) was appedngd/apnik. It stems from statistical learning thedlhe

SVM is based on the principle of Structural Risknihiization (SRM) and minimizes the expected errbrao
learning tool. So it can reduce the problem of diténg. This algorithm has been applied in patteecognition,
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signal processing and non-linear regression estmdd]. The LSSVM (Least Squares Support Vectorchiaes)
was proposed by Suykens and Vandewalle in 1999 hascbeen employed in chaotic time series prediciidne
most important difference between SVM and LSSVMhat LSSVM uses a set of linear equations for ingin
while SVM uses a quadratic optimization problemimproves the solution efficiency of the model, dases the
difficulty to solve the problem [2]. Above all thgs, the automation characters recognition of lieguiate system
based on LSSVM model is presented in the paper.

The rest of the paper is organized as follows. T88VM model is presented in the section 2. It iduding the
LSSVM nonlinear model and the parameter optimizatwoblem, parameter selection by the improved tiene
algorithm. The next section is the key. The secBamows the characters recognition method base&&8WVM. it is
including the characters recognition pretreatmelméyacteristic vectors extracted and the charaetagnition. The
experiment and simulation analysis is in the sedfioln section 5, conclusions are drawn.

1. LSSVM MODEL ALGORITHM

2.1 LSSVM nonlinear model

The LSSVM evolves from the SVM, changes the ineuabnstraints of a SVM into a set of equality staints,

and it forces the SSE (Sum of Squared Error) losstion to become an experience loss function etthining set.
In this case, the problem has become one of solaidipear programming problef.This can be specifically
described as follows:

Given the following training set:
{% ¥} =123 N.

Wherex OR",y, OR, and X is the ith data point in input space ayis corresponding output value, i=1,...,N,

where N is the number of training samples in thiing set. The Least Squares Support Vector Mashiegression
algorithm tries to map the training set in inputagp to a higher dimension feature space by a neadi

mappinggX) ) and constructs the optimal linear regression tfandn this feature space. The LSSVM regression
model is of the form:

y(X) =sgnw g(x)+ bl (1)
Where ¢AX) is the classification of the LSSVM model optimizatproblem:
N
min J(w, e)=% w V\H-% (Z got. y[we(x)+H=1- e 1=12, N 2
i=1

Where e ] Ris the error between actual output and predictiviput of the i-th input data, C is a positive
real constant.

A Lagrange functional was introduced to solving tpimization question. It can change the optiniirato the
unconstrained.

b, 9= 3w 8-> a { M Wl § + b+ ¢ ®

In it, a; R is Lagrange multipliers. Partial derivatives isbétween L and the w, qa according to the

Karush-Kuhn-Tucker(KKT). The middle variables \& are eliminated, the following linear system is aied:

R e

Where QORY™, Q =¢ (x)@&AX.); Y =[Y,--, W]"; 77 is a N-dimensional row vectorj(=[1-:
N]); a=[a,---a,];lis an identity matrix and s is a N-dimensionaluenn vector €=[1.-- N]").

The optimum parameters of the model can be obtdiyesblving the set of linear Eq.(4),instead ofvsw a QP
problem, as in the LSSVM case. The output probléthe@LSSVM model in response to the input x isagttd from
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Y(X):Zai(ﬂT(mﬂ(X)Jf o ®)

Wherea and b are solutions of Eq.(4).

Using a kernel function method

K(% %) =¢ (0@ x) (6)
The nonlinear prediction model is the form:

Y9 =D K(x, )+ b Q

The polynomial and RBF kernels are common typdeediels in regression probleffisIn the study the RBF kernel
function (8) has been used.

K(x.%)=exp|x- x| /125%) ®)
Where O is the kernel factor (the width of the kernel ftioi).

2.2 The Optimization Problem of the LSSVM Model

The regularized parameter C and the kernel fattme very important to the good fitting results e tLSSVM.
The fitting error relation is presented by C. Thigger C is the better fitting degree of relatiopsHbut the less

generalization ability; Kernel factaris the relation among the support vectors. Toodbigpo small can lead to the
too bigger fitting and predictive error. So, ongaxithm has to research to find the optimal pareameh LSSVM
model.

The coding mechanism of improved genetic algoritlvans improve capacity of the global search and eayence
rate. The initial population randomly is producediie multiplicity species group. It can improvengergence rate
and capacity of global searching optimal solutiemarkabld®.

(1) Selection Operator
The proportion selection operator is fixed in thep@r. The individual number of the species groupl.iSThe ith

fitness is fi . So the probability of the individual is selecisd
N

P=1f/>f (9)
k=1

(2) Crossover Operator

The species group crossover operation is realizeth® one point crossover operator. The one paissover
operation is only set one cross point in the irdiial code. Then the 2 couple part of chromosoméange at the
point. The Fig. 1 is the one point crossover op@nat

Cross Point
Bit String A: Al A2} A3 A4 AS
Bit String B: BI B2{ B3 B4 B5

ﬂ Point Crossover
Bit String A”: A1 A2} B3 B4 B5
BitString B': BI B2{ A3 A4 AS

Fig.1 The schematic diagram of one point crossover operation

(3) Mutation Operator

The self-adapting mutation probability operatb}, is the formula (10). TheP,, is increased when the individual
suitability is closing to unanimous or near to theal optimum. The solution can be protected itite younger
generation when the population average fithessnare dispersed; the corresponding bigdér is eliminated, it is

2180



Wu Jie and Song Xiaoru et al J. Chem. Pharm. Res,, 2014, 6(6):2178-2185

the lower than the average fitness values. Theargewce property is ensured. At the same timespheies group is
multiplicity.

Pml _ (Pml_ sz)( fmax_ f) f

= f
P, = Fonax = Tavg e (10)
Prgeeee il f<f
Where, f is the individual fitness valueS‘;aVg is the average fitness values of the every geperaf _ is the
maximal fitness values. Thé; = 0.1, P, = 0.01is fixed in the paper.

(4) Elitist Model

In the IGA a certain amount of excellent older gatien is direct into the next one. It can protibet excellent
individual from destroyed accidental in the copgssover and the mutation. The optimization is pbilistic
global convergence. It is the effective methodhéostrengthen stability and the convergence oélperithm.

2.3 The LSSVM Steps of the IGA

The claracters recognition of license plate system on.8®8VM parameters is optimized by the IGA.

Step 1 Initialization state, LSSVM model, the paesans of the IGA and so on;

Step 2 Initialization objective function value ismputed;

Step 3 Determine whether to end condition. If Be,dutput is put; Or else it goes into the step 4;

Step 4 The fitness value is computed, selectedsoker and mutation;

Step 5 the younger generation objective functidoevés get and repeatedly go into the next ger@raioups, and
turn to the step 3.

LSSVM model optimization based on IGA flow charslown in Fig. 2.

Determine
the sample

v

Initialization
groups

Lssvm train
Calculate the
fitness function

Genetic
manipulation

condition is
atisfied ?

Determine the optimum
parameters
LSSVM Modeling

Fig. 2the L SSVM model optimization based on GA flow chart

In fact, the LSSVM parameters selection using dgeragorithms is the iterative process of genetgpathm and
LSSVM. Means that calculated accuracy on eachqfgarameters of the LSSVM model &) are as the fitness
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function of the genetic algorithm to be evaluat€de fitness and the average fitness of the bestichal in the
population continues are to improve through theatepd genetic manipulation and evaluation of eactegtion of
individuals, until the fitness of the best indivalueaches a limit value or the fitness of the ledividual and the
average fitness of the group is no longer significdange. The iteration process is end.

2.4 The LSSVM Steps of the IGA

The C and &° are need to optimized in the LSSVM. There are 3fvidual. Each individual has two random
species group and they are the first group. Thia samples are dividing into the formal trainingdathe assisted
training, at the same time it is to avoid the ofiting. The objective function is the two high acacy plus of the
two training. In the initial phase of the genet&asch, the two training samples are increased @amebusly. The
high accuracy increased of the formal training dasyps more slowly with the genetic search goese Gining
search is end when the formal training samplesracgus more increased; the assisted training sssvgadcuracy is
decreased. The truth-value code method can be igesearch in the greater spalk It can simplify the
computational complexity and increase of operagifficiency in the paper.

2. THE CHARACTERSRECOGNITION METHOD BASED ON LSSVM

3.1 The Characters Recognition Pretreatment

The original character is nonuniform or charactesk® unclear, because of the environment lightihg, vehicle’s
motion, the camera shaking and the focus settihg.blad weather, for example, the whole light oflitense plate
characters is lark or the shadow arises in brigjft leasily. So the characters recognition pretneat has to do.
Firstly the gray stretching of the character isnicrease the picture contrast. Then the binarindtiaealized by the
iteration method. After then it is the characténtiing. At last the character is normalized to &232picturel®.

3.2 Characteristic Vectors Extracted

The digital is more weight in the license plate relsters. The first to third character direct selbet normalize
information as the characteristic vector, the foua seventh character is the interlace pixel twdase recognition
speed, according to the allocation. Namely the &richaracter is a 16*12 picture as the characienigctor

extracted and the latter is a 32*24 one.

3.3 Character Recognition

LSSVM mainly dispose of a two-class classificatiproblem. There are two main solutions in a two<las
classification problem of the SVM extending to thalti-class classification. One is the composingesal two-class
classifications into the multi-class one. It caaliz the “one to one” and “one to many”. The otlsepnly one
LSSVM, which can realize the multi-class classtfima. The first solution is adopted in the papérstly the all class
is divided into a two-class classification, and siclass is divided into the other secondary sisischnd so on, until
the whole node is including only one character. algorithm can overcome the inseparable problene KHL
LSSVM classifier has to instruct to the K classifion. There are four LSSVM classifiers in the gpution system
according to the location and the characteristitheflicense plate characters. They are the Chiclesecter, letter,
digital and the letter-digital classifier. The RB&rnel function (8) has been used in the paperrdowp to the
experiment. The digital classifier, for instanagstiucted an assembly classifier based on theybtnae. Expect for
the root, each layer has one leaf node. Name$ythid recognition number. There are two leaf nanldise last layer.

Itis all 9 sub-classifiers. The each leaf node)is=1, and the other one i3, = —1. The corresponding classifier is
get by means of the each computed a and b. Athastigital character is classified and recognized.

More the involved to classify are in the recogmitiof license plate characters. It will be wasteoadf useful
information in the identification process if takdvantage of one-on-one strategy in the classificatif two-class
combination. And the less effective is in identifi@ut about one-to-many strategy, a lot of supgector machine
classifier should be constructed. it will be inaed the workload of the testing phase. So it sotee the many types
of license plate recognition problem that the bynaee structure based on a priori knowledge ofcibiabination of
multiple binary LSSVM. It is LSSVM decision treeofFexample, a 4-class problem for license plategeition
LSSVM decision tree model is showed in Fig 3.

Category 1
Category 2

‘ Category 3 ‘ ‘ Category 4

(a) No prior knowledge of L SSVM decision tree
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CSVM]) ‘ Category 4 ‘

| Category 1] ((svM2)

‘ Category 2 ‘ ‘ Category 3 ‘

(b) Prior knowledge L SSVM decision tree

Fig. 3LSSVM decision tree model

Fig.3(a) is the no prior knowledge LSSVM decisiogetconfiguration. The priori knowledge of the L3&decision
tree model is shown in Fig.3 (b) is used to imprthesrecognition speed. An optimal test speed SVM decision
tree is to guide the division of the leaf node dostruct by a priori knowledge about the licensgeptharacters. The
use of LSSVM classifier is determined in accordawith the order of the optimal binary tree. For myde, more
case of some certain character is “SHAN” on therlge plate. The categories 4 “SHAN” in the liceplsge can
define. At first the “SHAN” license plate is to lserted out to accelerate LSSVM classification speethe highest
level of classification SVMO in the LSSVM decisitmee.

Number in the license plate recognition, for exaamfie license plate digital image is as a featemor during the
license plate number to identify the training. Ahdn the Least Squares Support Vector Machinesifi&asfunction

in the in each category twenty-two structure when feature vector is as the input of support vegtachine. For
example, more than one class Least Squares Suppector Machines classifier for classification netml

constructed for 0 to 9 the 10 digits. In the télsg first training phase structure of the classifiee to be sorted
according to a certain order. Least Squares Supfeator Machines classification mechanism is toimining the

empirical risk and VC confidence. So the smallessification is the higher priority when these sifisations

descending order in accordance with the empiricdd and VC confidence. After the completion of @t the

feature vector of the test sample is put to thst fgeneration of the highest priority classificatidt can be
eliminated based on the results of the other hiathe classification. And so on. It can saved oulbtanot avoid

duplication of work in the second-class combinatidrtiassification. The efficiency of license plateognition is

improved greatly.

3. EXPERIMENT AND SIMULATION ANALYSIS
4.1 The parameters optimized by the IGA

To solve the optimal parameter, the C add are coded based on the real coding. The optimizatierval is (0, 50)
and (0, 500) respectively. Get the number of thigalnpopulation is 30 in the improved genetic aigam. The
crossover probability is 0.9, the mutation prokiabis 0.033, and the maximum iterations are 100€e accuracy

rate of the optimization model is 91.7%. The 140ning samples are done. The experiment showedtkalue is

less 100, the corresponding recognition accuraieydacreased gradually in the 4 classifier mod#lsen the o°
value is more than 100, the corresponding recammidiccuracy rate increases first and then decre@bespeak
point is the optimal parameter. The 4 optimal éfassmodels are showed in the Tab. 1

Tab.1 The4 optimal classifier models

c 52 Recognition
accuracy rate
Chinese character classifie 1 500 94.8%
digital classifier 10 300 97.9%
letter classifier 10 300 96.4%
letter-digital classifier 10 300 95.5%

4.2 The experiment of the LSSVM model recognition

There are 340 pictures in the experiment. Amongnttieere are 200 Chinese character samples, 3@0 $etinples,
1000 digital character and 300 letter-digital clotegn samples. The 70% of the character samplethar&aining
samples, the other 30% are the test ones. Theimgugal platform is the computer, which is P4 2.6G&2M RAM.

The operation system is Window XP. The 40MB intemamory is acted as the kernel function cache. Zaghow
the results of the LSSVM model recognition chamaatiassifier. The experiments results show the atter
recognition average speed is about 19.23ms/ cleydbe recognition rate is 91.58% and the falsmppicrate is
5.6% in the LSSVM model.
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Tab. 2 theresult of character recognition

Character Training Test Recognition [Recognitior False

Classifier Samples |Samples Time Rate Accept Rate
Chinese character 160 40 18.6ms| 87.3% 8.5%
letter 240 60 19.7 ms 92.4% A4.7%
digital 800 200 17.9 ms 95.1% 2.3%
letter-digital 240 60 22.8 ms 91.5% 6.9%

The experiments are showed the recognition clasdifive bias on position probability. The more lagd training
samples number, the better recognition probabilitythe predictive samples. For Example the moren€ie
character “Shan”, the better recognition probapilit the Chinese character classifier. In the dcpradictive
samples there are a large number of Chinese ckar&ttan”. It is improved the correct rate greatly.

Tab. 3 comparing the experiments result

conventionalconventiongl IGA optimized
method SVM LSSVM LSSVM
accuracy rate Training 97.62% 95.24% 97.14%
Test 96.43% 92.86% 95.71%
the average recognition time(s) 0.963 0.624 0.512

The Tab. 3 showed the conventional SVM is more @mgurate than the conventional LSSVM, becausé®SVM
classifier is the convex quadratic programming. B more data need to the most computing resodrce.
LSSVM speed is quicker than it, and the less compgutesource. The multi-class classification paramseare
optimized by IGA in the paper. The balance arithmspeed and accuracy rate is get. At the sameitimaebetter
classifier generalization ability.

CONCLUSION

The LSSVM has been successfully adopted to makelt-ctass classifier on the small samples, no@ingata. It
is suitable for the Characters Recognition of tberlse plate characters. The test results ardliuented extremely

by the parameters C agd . These parameters are optimized by the IGA. Tharomed genetic algorithm is the

coding mechanism. The initial population randonsyproduced to the multiplicity species group. Itkes the
improved capacity of the global search and convergerate. The IGA optimized LSSVM can structured th
multi-class classifier. The experiments are showes recognition classifier is feasible. And it hae higher
recognition accuracy rate and the recognition sp&kd experiments are showed the character redogsipeed is
about average 19.23ms per character in the LSSViEemMmo
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