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ABSTRACT

Swimming is a sport that lays equal stress on estlter and technique, sound technique is guaranteeientific
exertion that makes contribution to swimming teghgi rationality and improvement direction. UtiliZactor
analysis method and integer programming model nigthiake application of mathematical model into cetitive
swimming. In research process, it respectively fiatmete perspective adopts factor analysis methmiding
swimming strategy for athlete, from coach perspectitilize integer programming finding out optimathletes
assignment scheme and competition best total sddake improvement based on precedence algorithrplyap
sensitivity analysis, on the condition that optinsallution not changing, get athletes assignmenfoperance
intervals. Through this paper’s research methodsalgsis routes and research results, it provideasamable
suggestions and theoretical basis for swimmingrigre.
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INTRODUCTION

Swimming develops up to today, with every countsyinsming theories and technical research increasing
improvement, training ways become more and morensific, every country excellent swimmers’ compge&t
levels has been widely improved, competition vigtor failure tend to be a moment affair [1]. Modemimming
has already become not just athlete physical gb#ipeed and technical competition; its competitiegult has
slightly great correlations with competition stiggeto great extent. So-called competition stratdtgy,essence
belongs to mathematical planning problem. Apply erodmathematical research method into competipegts, it
starts since 1970s; American mathematician T.Bekélhs established a mathematical model in 1973néium
and long distance runners training that achievedarkable results [1, 2]. Meanwhile, Ayers has corabi
mathematics, mechanics and computer with discusirapcoved throwing technique. Optimal control thedas
been developing after Second World War; its basiEate-space concept. In 1960s, with digital cdempechnique
and space technique rapidly development, drivingljayamic system optimization theory, optimal cohtreeory
starts to take shape as an important science bf8rgh Develop up to today; it has already achéevemarkable
results in systematical engineering, space tecknigeaonomic management and other multiple fieldstinaal
control theory is according to targets features,thm specified permissible control condition, letoperate as
requests and make targets arrive at optimal vauer]. Its mathematical essence is a functionaleex¢ value
problem, is a variation problem under a group efst@int conditions.

Modern competitive sport is not just a movement hutomprehensive strength competition that combines
physiology, psychology, mechanics, mathematicsathdr methods into one. Swimming as a water movéngea
lower energy transformation efficiency movementt thifected by physical ability distribution, spe@itribution,
propulsion optimization and other factors, athlgteysical ability only around 10% can be converiatb
advanced push force. Therefore, reasonable ditribloysical ability and propulsion become the @auproblem.
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For competitive swimming, lots of problems haveodieen emerged that waited to be solved [8-10].

Factor analysis refers to statistical techniqué thaearch extracts common factors from clustergaoftions. It
was first put forward by British psychologist C$&pearman. Integer programming was formed into dagandent
branch after R.E. Gomory proposed cutting planéhoestit has been developed into many methods e sl kind

of problems in 30 more years. With social sciefmoty continuously development, current relativeoties are in
urgent need of blending in natural science, modeformation technology. This research applies faeoalysis
method and integer programming model in researchorgpetitive swimming problems with expectationdeep
solving relative problems, especially in sportddfie

SWIMMING PERFORMANCE INFLUENCE FACTORS FACTOR ANALY SIS MODEL
Factor analysis method principle

Factor analysis is a way that tries to organizgioal multiple certain correlated indicators (swsh P indicators)
again into a group of new mutual independent cohmamsive indicators to substitute original indicatBommon
factors generate variance structure, and speciabria explain every variable variance. The purpies® make
reasonable explanation as much as possible ofnatigiariables correlations and use it for simpiifyivariables
dimensions and structure.

Factor analysis starting point is variable relato@efficient matrix, on the premise that less infation loss,
synthesize multiple variables (these variablesrageiired to have strong correlations so as to enisuran extract
common factor from original variable) into a fewngorehensive variables to research overall eachcaspe
information multiple statistical method, and thevfeomprehensive variables represent informatiometnoverlap
that variables are independent from each oth@tofaanalysis dissolves original observation vdeahinto
common factor and special factor two parts. Factodel as following:

X =a,F +a,F, +..a,F, +¢ (mS p) )(1

F

Among them i=1, 2, ..., p, m thatk = AF +¢ PR By is called common factor, is an unobservable

A=la ) . ;
(a” ) pem ,a” represents tHe variable loading in the factor,

variable, is called factor loading matrix

&i is special factor that is a part that cannot beclugted by previous M pieces of common factors, and meet

CO\'(Fif)ZO, F.€ are uncorrelated.

Factor analysis is factor model focuses on a fewbsarvable potential variables (that is commonofdcand
abandon special factor. If the first main commontdaFl cannot represent originaP pieces of indicators

information, then consider to select the secondmomfact0|F2 that is to select the second linear combination. |

order to effective reflect original information',zlknown information is unnecessary to appeaF?m by that

analogy, it can construct the third, fourth... thecommon factor. General steps of factor analysis:

(1) Similar to principal component analysis, cadxtef(k andSk (k’ 1= 1‘2""’m)
(2) Use principal component analysis method tordatee factor matrix®.

(3) Varian orthogonal rotation, extreme variableftioient (tend to O or 1 as much as possible)
(4) Get factor score function, calculate sampléofe@cscores.

, establish basic equations.

Model establishment
This paper consults documents and gets relativiedtats data, refer to Table 1.
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Table 1: 2012 London Olympic Games every country atete’s 1500 meter free stroke partial indicators dta

\ 0-300 | 300-600 600-90 900-1200 1200-1500
China 172.63| 175.52 176.17 176.32 170.38
Canada 174.17 176.74 177.1 177.69 173.4
Tunisia 175.61| 177.85 177.3% 177.0y 172.46
South Korea| 173.67 177.09 179.32 181.45 179.08
Italy 177.63 178.3 179.24 179.49 177.29
America 178.71 180.2 179.13 178.27 176.68
Poland 177.75 180.02 179.59 179.98 177.038
Britain 178.41| 180.99 180.72 181.44 179.1¢

Factor analysis hypothesis: Each common factordependent from each other, special factors aceirdependent
from each other, common factors and special fagtmrsndependent from each other.

Apply SPSS software Linear process in carryingfaator analysis of data, firstly make KMO test @Battlett test
on data, carry out factor analysis of observatamde data whether suitable or not, and then fuiglké correlated
coefficient matrix as well as its feature valuesntribution rations as well as accumulation cdmition ratios and
so on.

Table 2: KMO and Bartlett test a

Sampling sufficient degrees Kaiser-Meyer-Olkin meamen .705
approximate to chi-squari49.359
Bartlett sphericity degree teg df 10

Sig. .000

a. Based on correlation

From Table 2, it is known that KMO valeed.705, Sig=0.00001. According to statistician pssfar Kaiser
provided criterion, KMG=0.705>0.5 is relative proper for factor analysig=8.00001<0.05 indicates that through
Bartlett spheroid test prove that its correlatioatnix is not a unit matrix, factor model is suit@bl

Reuse SPSS software making factor analysis of dpgh,following results that all original variablegneral

X g .
statistical description (Table 3), including av&ragjmberx', standard deviation X and analytic case number,
explanatory total variance refers to Table 4.

Table 3: All original variables general statisticaldescription information

\ N | Minimum value| Maximum value Average valug Standard deviatioh
V2 8 172.63 178.71 176.0663 2.36971
V3 8 175.52 180.99 178.3363 1.91555
V4 8 176.17 180.72 178.6487 1.46471
V5 8 176.32 181.48 178.9588 1.94099
V6 8 170.38 179.16 175.6850 3.22361
\Valid N( list statd 8

Table 4: Explanatory total variance

Factor Initial feature value Extract square sum and input
Total | Variance % Accumulation % Total | Variance % Accumulation %
1 [4.038] 80.768 80.768 3.993 79.868 79.868
2 .880| 17.602 98.369 .889| 17.786 97.654
3 .061 1.227 99.596
4 .015 .298 99.894
5 .005 .106 100.000
Extract method: generalized least square method

A common factor number extract principle is commifactor corresponding feature value goes beyond 1,
accumulated contribution ratio>85% previous m pseoé common factors. Feature value can be regassed
representative common factor influence strengticatdr in some extent, if feature value is lessithdhat indicates
the common factor’s explaining power is not bigtfean average explaining power from one directlyodticed
original variable, therefore generally can use Ueatvalue above 1 as introduced criterion. Whitstfcommon
factor feature root is 3.993, it explains origimadicator 79.868% information; the second, thirolirth common
factor feature roots all less than 1, but the [fistcond common factor explain original indicatat.654%
information. According to common factor numbersragt principle, only needs to extract the firsg@a common
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factors (Table 5).

Table 5: Correlation coefficient matrix table

\

V2

V3

V4

V5

V6

V2

Pearson correlation

1

.943*

.741*| .402

.590

Significance(two side

.000

.036

.324

123

N

8

8

8

8

V3

Pearson correlation

.943*

1

.829*

.550

.677

Significance(two side

.000

011

.158

.065

N

8

8

8

8

8

V4

Pearson correlation

.741*

.829*

1

.906**.961*

Significance(two side|

.036

.011

.002

.000

N

8

8

8

8

8

V5

Pearson correlation

402

.550

.906* 1

.951*

Significance(two side|

.324

.158

.002

.000

N

8

8

8

8

8

V6

Pearson correlation

.590

.677

.961*

.951* 1

Significance(two side

123

.065

.000

.000

N

8

8

8

8

8

**_ |t is significant correlated in .01 horizontalfo sides).
*. It is significant correlated in 0.05 horizontalo sides).

According to above data, draw out feature root estrplot figure (as Figure 1), combining featuretroarve
inflection point and feature root value.

(28]
1

anTEAaE 13

T
3

Humber of factors

Figurel: Feature root screen plot

From Figurel, it can get first feature value ancbse feature value have larger change range, andassider to
take previous two factors as common factors toyaaut factor analysis.

Common factor variance ratio (Table 6) evaluatiodidator common degree is 0.85 bigger than allcaigirs that

indicate model basically explains every evaluatiaicator all variance and no need special factors.

Table 6: Common factor variancea

\ Initial Extract
V2 .963 .988
V3 .949 .966
V4 .993 .998
V5 .982 .990
V6 .972 .981

Extract method: generalized least square method

@. In iteration, it comes across one or many comfactors estimation that above 1.1t should be castivhen explaining solution that g
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Factor score coefficient matrix (Table 7) thatastbr analysis final result. Through the coeffitiematrix, it can
express common factors as each evaluation inditatar combination.

Table 7: Factor score coefficient matrix

\ Factor
1 2
V2 .099 .859
V3 .039 .233
V4 .692 -.090
V5 .139 -.620
V6 .078 -.170
Extract method: generalized least square method

From that, it can get the first and second comnaatofs expressions:

Z, = 0099* stdx + 0039* stdx, + 0692* stdx, + 0139* stdx, + 0078stdx,

Z, = 0859* stdx + 0233* stdx, — 009* stdx, — 062* stdx, — 0.17stdx ((:23))
Total score function:

Z =(79868, + 17786Z,) /97654 4

Among them, Std)g(i =1234) represents evaluation indicator variable aftemdiadization:

stdx = (% -x)/0, (i = 1234)

Total score function after simplifying:

Z =0.2374*stdx + 0.0743*stdx+ 0.5496*stdx+ 0.0008*stgx 0.0328stg (5)

Due to factor analysis model coefficient matrixleefs correlation extent between original variathel common
factors, according to score expressions after $iyipd, it can get that the first phase and thediihase have larger
coefficients, therefore athlete in 0---300m, 6068060m such two swimming journey, it cannot loosed apeed
cannot too slow, especially in 600-----900m suchgghswimming journey, athlete speed should beifapijise in
other phases’ swimming journey doesn'’t need toddiescely so that can improve athlete swimmingg@enance.

INTEGER PROGRAMMING MODEL

Integer programming

0-1 programming is a kind of special pure integesgpamming. Solve 0-1 programming implicit enumienat
method has no need to use simplex method solvireguliprogramming problems. Its basic thoughts &tam all

variables equal to 0, successively appoint someaas into 1 till get a feasible solution and meh# as current
best feasible solution. Hereafter, successively tagables equal to 0 or 1 combination so thatcletrent best
feasible solution get continuously improvement,alfiyy get optimal solution. Implicit enumeration rhet is
different from exhaustion method, it don't need emumerate all feasible variables combinations opneoie.

Through analysis, judging, it eliminates lots ofimhles combinations as optimal solution possipilo they are
implicit enumerated. Implicit enumeration methodergce is also branch and bound method.

Model establishment

Select 4 people from 7 athletes to organize orayream, every people with one swimming posture apeéople
take different swimming postures so that make rééeym get best results( as Table 8). It can usev@rihbles
express one athlete is chosen into relay team ©rsocthat establish the problem 0-1 programminglehomake
solution with the help of ready-made mathematio&igare.
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Table 8: 7 athletes’ four swimming postures 100 met average performance

\ A B C D E F G
Butterfly stroke| 1'07"8| 57”3 120 1'15" | 1'08"6| 1'8"6 | 1'10"6
Backstroke 1'16"6 1'07"| 1'07"9| 1'16"2| 1'08"| 1'15"6| 1'06"6
Breaststroke 1'25"| 1'08"4] 1'2476] 1'09"g 123§ 126 | 1'06"6
Free stroke 57"6 55" 59"6 57"2 1'04°4 58'2 1'03"6

Record A, B, C, D, E, F, G respectively (j;ls: 1234567, Record butterfly stroke, backstroke, breaststrdies

stroke respectively as swimming postures, recantett ! the ] swimming posture 100meter best performance

C:\S
as ! ( , then Table 8 can express as Table 9.

Table 9: 7 athletes’ four swimming postures 100 ater average performance

¢, |1=1|i=2|i=3|i=4]i=5|i=6|i=7

j=1 67.8 57.3 80 75 68.6 78.6 70.9
j=2 76.6 67 67.9 76.2 68 75.6 66.9
j=3 85 68.4 84.6 69.6 83.8 85.6 66.6
j=4 57.6 55 59.6 57.2 64.4 58.2 63.6

Bring into O-1variable !, if select athlete! to participant swimming posturjecompetition, record’ :1, or else

=0
recordxIJ .
1, athleteise lectsswim min gposture

As following: 0, athleteido esn'tselectswi m min gposture )

d

With requests of organizing into relay team, should meet below conditions:

Every athlete can only be selected one of four swimg postures (2) Every swimming posture can orlyehone
athlete be selected.

Then it has:

G X

Therefore, when athletd is selected with swimming posturé , use
team total performance can be expressed as :

showing its performance, relay

4 7

2= 3¢ x([(=12.4)=12..7)

j=1i=1

To sum up, swimming team’s relay team athlete’s@&n problem 0-1 programming model can be desdris:

4 7

2= 3¢ x(0(=12.4)=12..7)

j=1i=1
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stq 2% =1(j=12..4)

Establish target function as following:
minz = 67.8x,, + 766X, +85x,, + 576X, + 57.3X,, + 67X,, + 684X,, +55x%,, +

80Xy, + 679X, + 846X,, + 596Xy, + 75X, + 762X,, + 696X,, + 572X, + 686X,
+68X,, + 838Xy, + 644Xy, + 786Xy, + 756X, + 856X, + 582X, + 706X,, +
666X,, + 666X,; + 636X,

Xll + X12 + X13 + X14 S 1
X21 + X22 + X23 + X24 S 1
X31 + X32 + X33 + X34 S 1
X41 + X42 + X43 + X44 S 1
X51 + X52 + X53 + X54 S 1
XGl + X62 + X63 + X64 S 1
X71 + X72 + X73 + X74 S 1

Xll + X12 + X13 + Xl4 + X15 + X16 + X17 = 1
X21 + X22 + X23 + X24 + X25 + X26 + X27 = 1
X31 + X32 + X33 + X34 + X35 + X36 + X37 = 1
X41 + X42 + X43 + X44 + X45 + X46 + X47 = 1
X; =0orl(i= 123456,7.) = 1,2,34)

Use LINGO program solving results as below Figure 2

ESqulion Report - LINGO2 o ||[@]|%8
Global optimal solution found.
Cbiective value: 249,0000
Extended solver steps: o

o o

Total solver iterations:

Variable Value Reduced Cost
X21 1.000000 57.30000
¥32 1.000000 67.90000
X44 1.000000 57.20000
X73 1.000000 66.60000
Row

3 a. 0
4 0.000000
5 0.000000
8 0.000000
9

i0

11 0.000000

12 0.000000 0.000000

Figure 2: LINGO solution results

Apply LINGO software in calculating, it can d&z)gf&:x/f], therefore, selected athletes and corresponding
participant swimming posture types as below Table 1
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Table 10: Selection scheme

A B C D E| F G
Butterfly stroke N
Backstroke N
Breaststroke N
Free stroke N

That is a competition scheme that selects athlatetBke butterfly strokerathlete C to take backstrokeathlete D

to take breaststrokeathlete A to take free stroke. At that time, coritjget best total score i = 245
SENSITIVITY ANALYSIS

Value coefficienf change analysis.

Q) C is non basic variablexr coefficient

g, =€y, —CzB™'N x

Now & change only would influence omN r check number, under requests to maintain

A -1y — _ -1y —
optimal value, then it only needs toa: =G -GB'R=¢ +Ac -GB'R =0 +A; <0

That is Whel@cf <70, , it can maintain optimal basis without changing.

(2) C is basic variablexr coefficient

Now due to Ce changes, all non basic variables check numbersdachdnge, under requests to maintain optimal
. g =c —-c.B'P <0
value, then it needs to meet! ] B ] .

Here record vect&CB =(00,--,Ac. 0,--,0) _then it ha& =G +ACB_

From? =G -@B*P =¢ —(¢, +Ac,)B"P =c, -,B"P, —~Ag,B"P =0, -AGg,B"P <0

Ac,B™'P, > o, (0j,andx isnonbasiwariable)
It gets ] ] ] .

From that, it can get optimum basis unchange%&e value range.

A= (a Ac.B™P =Aca’
RecordB A (a‘l) , record basic variablg(r code in base a$ , then B ! s and
Ac,B™P =Aca. =20
from J rs I, it can get.
a. >0 >g /a. _a <0 <o /a .a.=0 'S
If thenACr o /as‘; if thenACr = /aSJ: If then obviously Aca, 20, is true

maxo, /d, |a, >G<Ac, <mino, /2, |a, <0

So that it gets optimal basis unchangez%?e value range as: |

If value coefficient C changes, then it not meet optimal condition anyar(appear positive check number), then
it needs to continue to make iteration solutiorsimgplex method.

Use LINGO can get above 0-1 programming sensitaitglysis (as Table 11)
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Table 11: Sensitivity analysis

Objective Coefficient Ranges

\ Current Allowable | Allowable
Variable | Coefficient Increase Decrease
X11 67.80000 INFINITY 7.900000
X12 76.60000 | INFINITY| 8.700000
X13 85.00000 INFINITY 17.10000
X14 57.60000 0.600000 0.4000000
X21 57.30000 7.900000, INFINITY
X22 67.00000 INFINITY 1.700000
X23 68.40000 | INFINITY| 3.100000
X24 55.00000 1.700000] 7.900000D
X31 80.00000 | INFINITY| 20.10000
X32 67.90000 | 0.100000 1.300000
X33 84.60000 INFINITY 16.70000
X34 59.60000 | INFINITY| 2.000000
X41 75.00000 INFINITY 15.50000
X42 76.20000 | INFINITY| 8.700000
X43 69.60000 INFINITY 2.100000
X44 57.20000 0.400000 INFINITY
X51 68.60000 | INFINITY| 8.700000
X52 68.00000 INFINITY | 0.1000000
X53 83.80000 | INFINITY| 15.90000
X54 64.40000 INFINITY 6.800000
X61 78.60000 | INFINITY| 18.70000
X62 75.60000 | INFINITY| 7.700000
X63 85.60000 INFINITY 17.70000
X64 58.20000 | INFINITY| 0.600000d
X71 70.60000 INFINITY 12.00000
X72 66.60000 1.300000| 2.100000
X73 66.60000 2.100000] INFINITY
X74 63.60000 INFINITY 7.300000
Right hand Side Ranges

Row Current Allowable| Allowable
1 RHS Increase Decrease
2 1.000000 INFINITY | 1.000000
3 1.000000 0.0 0.0
4 1.000000 INFINITY 0.0
5 1.000000 0.0 1.000000
6 1.000000 INFINITY | 1.000000
7 1.000000 INFINITY | 1.000000
8 1.000000 1.000000| 0.0
9 1.000000 0.0 0.0
10 1.000000 0.0 1.00000(
11 1.000000 0.0 1.00000(
12 1.000000 1.000000Q 0.0

From Table 11 results , it is clear that when athke performance changes from 57.2s to 58.2s ctefethat not
participating any one sport is not changing, whtrlete B performance changes from 47.1s to 56 histterfly
stroke participating selection would not changeemtathlete C performance changes from 66.6s tos68.0
backstroke participating selection would not changken athlete G performance changes from 64.5718s ,
breaststroke participating selection would not gjgan

CONCLUSION

Applied factor analysis method, it got total scexpressions; finally put forward reasonable suggestto athlete.
Utilized integer programming model (0-1), it madeygestions about coaches athletes selection. Usegitigity
analysis in improving integer programming, let sétey athletes’ performance extending from singlenber to a
performance interval, avoided athletes being missedelection due to special status. Model germatitin
performance was also very strong, it not only cduddapplied into Olympic Games swimming selectiout, also
could promote to any selection competitions. Thesearch combined swimming and optimization thedry,
provided new thoughts for swimming strategy redaar its results have great significance in swimgniraining
and strategy arrangements.
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