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ABSTRACT

Load balance plays an important role to information acquisition system performance. Excellent load balancing
strategy is a key for us to make full use of system memory and computing resources, to reduce the response time of
the distributed operation. Internal mechanism of original page load balance is given, based on analysis of the two
recent commonly used dynamic load balance methods. Five original page oriented load balancing strategies are
compared From the experimental and theoretical perspectives On the premise of calculating load index. Finally, the
conclusion is drawn that date channel storage calculation sensitive partition is the most optimal load partition
strategy.
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INTRODUCTION

The load balancing in storage system of distribigedrch engine. It can be divided into two aspé&cis the
machine resources: hard disk storage load balangintuding the original page, page content anceinfiles in
different nodes of the hard disk storage. Load rimaof computation, which refers to the load balagof the
calculation among the storage nodes. Each nodesrteechrry out many computing tasks, including ohiginal
page writing disk, the original page content exioag; content page update, index update and inderycgtc.

From the point of view of application, the load drading of these computing and storage resourcesbealvided
into two stages. The first stage is related withahginal page, with the crawler node writing tireginal page drive
on the system. For the storage it is the three datane increasing and for the calculation it istiwg disk caused
by the original page writing disk, content extraatiindex and content page update; the second stagkvant to
the index query, between storage nodes equilibmdex query load, to make the system have fassgorese time
of distributed index query. The load balancing lué first stage is critical for the equilibrium afdl use of the
storage capacity, as well as for the improvementhef writing response time of grasping subsystehe bad
balancing of the second stage can optimize indexygesponse time.

This paper mainly studies the storage facing thigir@l page and computational load balancing. Tdwsd section
analyses the research status of the original pzapk halance; the third section puts forward thgioal page load
balance system; the fourth quarter puts forward fitrategies of the original page load balancihg;fifth section
carry out the test and performance analysis fotdaé balancing strategies; the last section istmmary.

2. Relevant Task

The original page related load distribution ocdardistributed acquisition subsystem crawler noditing the page
to the storage system. Before the crawler writegepa the storage node of the storage system.eilsnéo ask
storage system for the information of the storagges on the page. Load balancing strategy impleatientbegins
at the moment when the management node writeetheest to the crawler to distribute the storageeao@ihe main
task of the balance algorithm is to decide howroose the next node, and then transmit the nevicserquest to
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it. A good load balance algorithm is not omnipotaygnerally speaking it is closely linked with apption scene.
So we should consider the equalization algorithmmehensively according to the characteristicshef grocess
and make use different algorithms and techniqueg]13]. At present, there are two commonly usgehamic load
balance methods:

2.1 Polling method

In a task queue node, every member has the satns.gealling method simply makes cycle selectiotuim in this
group. In load balancing environment, the algoritvti distribute new request next node in this napesue, so
continuous, round and round. Each node is chosarriinin equal status. Polling method activity isgtictable, that
is, each node’s chance to be chosen is 1 / N (asgutmere are N nodes). Polling method is the rsosple and
most easy implementation approach. This methodrnttoesnsider the machine isomerism.

2.2 Load Index Method

Load index algorithm calculates nodal Load IndeXlldad Index) based on node current Load condifi¢ve Load
Index constitutes the Load priority queue of aagernode; it takes the team node from priority @seand forwards
service request every time when the service regagstes. Load index is a dynamic estimate [4][5he
disadvantage of this method is that the cost ofifm&mic monitoring of load index and the calcwlatis too high.

3. The original page load balance system

The computation load of this part is the first tatages of three processing phases of storage nadegly the
original page analysis storage and the content pageessing. The content page processing needpdatel the
content page and index; storage load refers thahe disk storage of three data, of which the g@a the original
page accounts for more than 80% of the storageyétight of original page load balance is maximum.

The first target of the load balance is that tleeagje capacity of the machine can be fully andruad used, make
full use of the system’s hard disk storage spaeepradly, the computing power is equalization, awattulation
overloading of the node and make the whole stosggeem completes analyzing the received origingkpes soon
as possible.

Reply:202.118.236.1 —
— Directory CjStorage
|::> Server —————— | Storage
Request E
news.sina.com.cn ———
Storage

Information Form of Storage Node

Node IP Address LI Other
Number information
Node 1 202.118.236.12 1.2

202.118.236.13

202.118.236.13

Figure 1: The basic procedure of load balancing
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Information Form of File directory
Storage Node

Figure 2: The logic directory table

Figure 1 is the load balancing schematic diagrainst Bf all, grab subsystem’s crawler inquiry sggaunit; then
load balancing module chooses the storage nodehiwhvihe current load index being the smallesthasstorage
destination of this unit; At last, modifying figu&files in a directory information sheet, recoglihe unit storage
information for subsequent query, and returninguhi¢ storage node information to the crawler.

4. The Original Page Oriented Load Balancing Stpate

The isomerism of machine is not considered in Sémgallling method; on the other hand, even the ismmeis
considered, there are differences in size of this partitioned by task, in order to ensure thadantneity of the
information collection, we can't make the big umiite request after the cache. There is great tmicgy as long as
the storage unit is big enough.

The premise of load index method is to designatedistributed system a load index which can colyeetflect
current load condition of the system. The defimtiof the load index is critical. Literatures[4] siggt using
resource utilization rather than resources quengtlheas the load index. Besides, in the distributpglications,
processing memory, hard disk, CPU and 1/O etc afifiect the overall speed. It is more practical ik the
composite load index comprehensively accordindp¢éontature of the task [6].

To balance the relevant storage and computatioaal of the original page, we considered the ovefédict of the
size of the load cell, load balance method, loddrination acquisition and load balancing algoritfon storage
system, and designed a variety of load balanceodsthn each method, the load index is definedli(@method
after considering machine isomerism transmittinigp ilbad index method, just without dynamic monitgriload
information).

4.1 Page Round Partition

Page Round Partition P - RP (Page Round Partitisethod regards the original Page as the load ipartitnit,
proportionally distributes load according to thé&iah storage capacity of each storage node. lisduat take the
balance of computing power into considerationldél index calculation is shown as follows:

L1, (r)=-P29es(®

In the formulation, Pages ) means at the moment t, the page numbers thatdhege node i has received, Si

refers to the hard disk storage capacity of storagked . This method hypothesizes that the page sizetialedue
to the huge number of pages and pages being siteall The equalization of the number of page reprssthe
equalization of the storage capacity, so it caram@@ capacity load very well. But this strategyngsi much
metadata traffic and yuan data storage to managemoele. Because the number of the page in theraystemory
is large, management node cannot stand these loads.

4.2 Channel Round Partition

Channel round partition C - RP (Channel Round ®am)i method regards Channel as load partition, unit
proportionally distributes load according to inlitsdorage capacity of each storage node, and ketttee balance of
computing power into consideration. Its load indalculation is as follows:

Ll ()= channels (t)

channels (t)

In the formulation, means at the moment, the channel numbers thatdtege nodé has received,
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Si refers to the hard disk storage capacity oftbeage nodds This method hypothesizes the channel size islequa
and its load is uneven because the channel nurslmet large and the sizes are different; on therdtand, its load
difference will become worse with the passagermétbecause once a channel is assigned to a nedigttinthat the
channel later grabs will be stored in this nodentthe original load difference will become greatith time goes
on. But the related operations of page contenhisf inethod can only be carried out in the machinaking the
whole system simple in design.

4.3 Channel Date Round Partition

Channel Date Round Partition CD - RP (Channel Badand Partition) methods regards the day Channkdeas
partition unit, proportionally distributes load acding to the initial storage capacity of each ager node. It does
not take the balance of computing power into caesition. Its load index calculation is as follows:

DateChannels (t
LI i (t) - S ( )
S
In the formulation the DateChannels ® refers to the day channel number stored by theiga)nodei at the

moment 01t, 3 refers to the hard disk storage capacity of storamgke . This method hypothesizes that the size of
day channel is equal, though there is great difilezebetween the channel sizes, day channel nusitenge, and at
the same time C - RP load deterioration does nist.ékhe same big channel data will be stored ffeint nodes
on different dates, and the effect of load balaiscgood. But the same channel is divided into c&ffé storage
nodes. In the operation of the content page it éedransmit in different nodes in order to hayadgment of new
content.

4.4 Channel Date Storage-Sensitive Partition

Channel Date Storage-Sensitive Partition CD - SSiafnel Date Storage - Sensitive Partition) metteaghrds
Channel date as load partition unit, measuringdibk occupation of storage nodes real time, disthily load unit
to those machines of which the disk occupationisakew. Its load index calculation is as follows:

LI;(t)=

S ( . - .
In the formulation, ® refers to the data quantity stored by the storame! at the momer{t; Si refers to
the storage capacity of hard disk of storage nbdehis method distributes load according to theragje
occupation rate on the basis of CD - RP, whichertdl the storage load condition of nodes. But uitamh to the
shortcoming CD - RP, the management node needsatdime monitoring disk’s occupation quantity bétstorage
nodes , to increase the load balance mechanisrmsape

4.5 Channel Date Storage-Compute-Sensitive Partitio

Channel Date Storage-Compute-Sensitive Partition -CBCSP (Channel Date Storage - Compute - Sensitive
Partition) method regard Channel date as load tjartunit, real-time measuring the Storage nodesk @ind
computational load, calculating the comprehensoa lindex, assigning load unit to lower index.Ittad index
calculation is as follows:

LI (1) =K p°(t) 2 RT, 00 (t) 2 RT,
LI (1) =up° (1) +u,0°(t)  p°(t) <RTs Op°(t) <RT. 0p°(t) 2RT, /2
LI, (t)=u,0°(t) others
pn=2_0 =820

C

3 is the hard disk occupancy rate of storage nbdas the moment Jf;

U

refers to the calculation occupancy rate of storagde! at the momertt; 5”2 refers to storage and
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calculating adjustment factor Respectively, equkige; RTs *nRTC is storage and computing occupancy rate
threshold Respectively, being less than and close tKis a very large Number, on behalf of overload. Wtten
node calculates or memory occupancy rate is mane tthreshold, the load index indicates overloadhénpremise

of not more than the threshold value, if the noglewdation load up to more than half calculatioretihold value, it
will add the calculation load to load index, othisy it only takes capacity load as load index.sThiethod adds
calculation load regulation factor based on CD P $%thod, gives full consideration to the influencethe system
load of storage and calculation. The shortcomirgasl information acquisition quantity increases.

4.6 dynamic load information acquisition

The premise to calculate load index is the loadrimition acquisition, fast and simple load inforimatacquisition
mechanism ensures the timely and effective loadxni@he first three kinds of methods do not needcquisition
the dynamic load information, because managemede tas distribution unit of each node [7]. The ridteo
strategies need to obtain dynamic load informatiborage load and computational load.

Storage load is hard disk occupancy rate; each nbtins the disk occupation through the systerl) aall then
takes the information real-time feedback to managdénmode. Because the content page analysis isntst

onerous link of storage node calculation. The caatpan load takes the original page cache datatguao be

analyzed of the storage nodes as the measurementalees the buffer occupancy rate as calculating to sent to
management node at true time.

5. Experiment

Since the Page Round Partition method is infeasiblactual deployment, we do not make further eixpental
analysis. This paper makes further experimentalsomeanent with the later four methods about thetrildagium
effect. Two experiments are carried out, and eaplerment takes six days. In each experiment, ihh@ge node is
8 , storage node operating system is Red Hat Eigerpinux AS release 4. The former one isomorphssonage
nodes, the machine’s processing speed is the saetmedn hard disk and CPU; the later one is hetesme
storage nodes, the machine’s processing speeffasedi between hard disk and CPU. No matter wigickup of
machine, the network card is MB Enteric cdle size of cache area of content analysis is&t e end of the first
day of each experiment, the load is recorded, atideaend of the sixth day, the load is recordemiragCoefficient
of Variation is statistical mathematical concefitsyalue is the mean square error divided by e the statistic
data, representing the distribution of the datséhéfcoefficient of variation is smaller, the difece between data is
smaller, and the distribution is more average;hencontrary, if the difference is bigger, the dlisttion is uneven. In
this paper, the load balance is measured, calonladr storage load of each machine is quantized, then
coefficient of variation of these values is calteth By using load coefficient of variation we iodie storage
system load balance. The load coefficient of vammis the smaller, the load is well-distributedatitics are made
with three kinds of load Coefficient of Variation.

Storage load Coefficient of Variation (S - CV): Gfament of Variation of hard disk space occupamfyall storage
nodes, this value represents storage load diswifut

Computation load Coefficient of Variation (C - C\Qoefficient of Variation of content analysis buffeccupancy of
all storage nodes, this value represents computhtad distribution.

Total load Coefficient of Variation (T - CV): Avega of S - CV and C - CV values, indicating totaddadistribution
of system.

This paper made statistics on the distributionadedchannel partition unit. Figure 3 is date chhda& distribution,
comparison is made between its distribution andeandata distribution.

In random data, median and mean is nearly equafficent of variation of all values is 0.5, welisttibuted. in the
actual date channel data, small channels are ntamygreater the channel, the sparser the distoibutine
coefficient of variation of all the values is largep to 2.9; The median value is much smaller ttie mean,
indicating the date tends to the small. The difieebetween maximum and minimum of the actual dasnel
data is great; the biggest reach 2G, and the mimimguL00 k.
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DayChannel Size Distribution
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Figure 3: The data distribution of the unit of chamel date

Figure 4 and figure 5 are the result of the firsbup of experiments. With C - RP method, storaged lés
deterioration, the effect of long-term operatiorthie worst; with CD - RP method, although the lcaéfficient is
larger in the first day, it declined in six day, iafnis the adjustment by the Date Channel PartitiGn RP and CD -
RP are two methods based on the storage round;\5is much greater compared with hon-round metteid;-
SSP method and CD - SCSP method are the most idadded, they are almost the same. CD - SCSP méttend
little better in the calculation of loading. WithDG SSP method, the main reason for calculatingcthedficient of
variation is the isomorphism of machines, the tesstorage balance is that the calculation iglgesgual for each
machine (calculation is written by the original patyive).

070+
065
060
055
050
045
0.40
035
0.30 4
025
0204
015
010
0.054
0.00

Coefficient Variance

RealData-MeanStore-OneDay

= S-CV
° e CCV
4 T-CV

| — ]

Coefficient Variance

T
C-RP

T T T
CD-RP CD-8SP CD-SCSP
The Assign Method

Figure 4: One day of isomorphism stores
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igflure 5: Six days of isomorphism stores

Figure 6 and figure 7 are the results of the secmtdf experiment. Compared with the first seéxgeriments, the
C - CV of this group of data of the former threetheels is particularly big, because with the foriteee methods it
only carries out storage load balancing, withoutsitering computation load, to make the machineutation
overload, which will as a result increase the ceawlriting response time. CD - SCSP method st#l thee least load
coefficient of variation, although its S — CV igger than CD - SSP, its C - CV is much smaller, ian@D - SCSP
method, S - CV and C - CV both are about 0.3. Hs#esn can accept this uneven load.

Shown by the comparison of two groups of the expents, CD - SCSP method has the most equilibrium
computing and storage load distribution in bothmisgphism and heterogeneous fleet. CD - SSP metias tthe
second place, and in the heterogeneous networuid dorm serious uneven distribution of calculatidRound
method performs the worst.
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Figure 6: One day of heterogeneous stores
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Figure 7: Six days of heterogeneous stores

CONCLUSION

Load balance plays a key role to information adtjais system performance. only load balance is welte, can
we make full use of system memory and computingueses, to reduce the response time of the distribu
operation. This paper deals with balance procedsirgjorage and calculation related load broughthieyoriginal
page write system, and puts forward a variety afllbalancing strategies, and further measuresotie: halance
effect of each scheme through experiments. Fina#yfind that date channel storage calculationigeagartition
is the most optimal load partition strategy.
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