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ABSTRACT

The diversity and complexity of sediment particlege is the main bottleneck restricting river sestimimage
segmentation algorithm to establish. By comparhng data of basic particle swarm optimization (PS@jorithm,

a modified particle swarm optimization (MPSO) algfom and chaos particle swarm optimization (CPSO)
algorithm in the application of sediment particledge, this thesis puts forward a kind of sedimantigde image
adaptive chaotic particle swarm optimization (ACBH&@orithm. In this algorithm the chaotic sequence is
introduced to improve the local search ability ¢daithm ,and at the same time, the algorithm dyitafty adjusts
weight factor and the variance of the populatidfitsess. The construction of Intelligent Transptida Systems
(ITS) occupies a crucial position in the currentwgaof smart city. Effective and efficiency ITS et important
conditions: plenty of traffic data and effective ane of data analysis. Multi-source, heterogeneotesjue,
uncertain traffic data fusion and sharing is thede and difficulty of current research and applioatof ITS. The
granular computing demonstrates a unique advantadgke information analysis and processing of massvague,
uncertain and incomplete data. In this paper, wealgtthe traffic information granular computing thrgand build
traffic information fusion model, framework and iempentation program based on granular computing. réise
uncertainty reduction algorithms for traffic flowrgaliction and congestion recognition algorithms é@son
granular computing theory, which will provide nedeas and methods in the complex decision makingrund
uncertainty problems of the transportation systems.

Key words: sediment particle imagechaos particle swarm optimizatipnadaptive chaotic particle swarm
optimization

INTRODUCTION

Online monitoring of the river sediment contenttis major problem facing both at home and abrdael use of
computer technology on the automatic interpretatibthe river sediment images is an effective wasalve the
online monitoring of the river sediment contentsiAhd the key link of river sediment in image prssiag is image
segmentation technology, the precision of the cand the subsequent processing are affected dirbgtlthe
segmentation result[2,3]. However, the diversitd aomplexity of water form sediment particle image¢he main
bottleneck restricting river sediment image segmugom algorithm to establish, and there is not aegal

segmentation method nowadays. So, an image segierd#gorithm is urgently needed to solve thiskpeon[4-6].

Aiming at the similar part of the particle imagetween the sediment and other areas , making usmade
processing technology to calculate the sedimerictes, the author puts forward a kind of sedimganticle image
binarization algorithm based on morphology[7-10]JthAugh the algorithm can keep the features ofdhginal
image, but the convergence speed is slow, thetefewgot very ideal[2,3]. The search ability of fige swarm
optimization algorithm and the ergodic perturbatidrchaos can enhance the ability of jumping ouboél optimal
solution ,speed up the convergence speed of tlwgithlion and effectively avoid the blindness of cotiipg, then
jump out of local optimal state of stagnation.[Bt]the same time, early algorithm needs to ownstiheng global
search ability, so take the larger inertia weighlue; while later needs to improve local exploratglity, so take

481



Ying Xiao et al J. Chem. Pharm. Res., 2014, 6(7):481-490

smaller inertia weight value. In the result ,thisgis puts forward a kind of sediment particle ienadaptive chaotic
particle swarm optimization algorithm[12].

THE BASIC PRINCIPLE OF THE ALGORITHM

PARTICLE SWARM OPTIMIZATION ALGORITHM

Particle swarm optimization algorithm is a stocltasptimization algorithm based on swarm intelligenthe basic
idea is to guide the optimization search by makiisg of the swarm intelligence produced by coopamasind

competition among particles in the population. Fnciple and the mechanism is simple, not onlypsedeep
swarm intelligence background of the evolutionalyodthm, but also has good performance of optitiira

Therefore, the PSO algorithm can be widely usedany engineering fields[13].

PSO guides each feasible solution as a partiodeptisition and speed are two characteristics di padticle. First
of all, initialize to a group of particles, so that the particles have a fithess value. ThentHet particle swarm
keeps tracking of the two best particles pbestrdrabt. pbest is the best position of the currertighes experienced,
nbest is the best particle in the particle neighbod.[14] In order to get the optimal solution gepeoximate
optimal solution, the particles will according teetdirection and distance to follow the currentiropt particle in
the solution space. If the neighborhood is the whmdrticle swarm, then nbest will change to thebal best
particle gbest.[15] So through multiple iteratioren find the optimal solution or approximate opfirsalution.
When particles find both the optimal valuaccording to the evolution equation of PSO alganitfi) and (2) to
update their speed and the new location. It is imgmd to note that there is a max limit of partiedocity to limit
the search speed of the particles. Therefore, 8@ Blgorithm adaptive value is decided by the optition
function. The method is achieved by tracking indiadal extreme value and global extreme value, pestiopdate
their and to become after each iteration[16,17].

The objective function value corresponding to thetiple coordinates can be used as the partiétasss, particle
quality measured by fitness,.The equation is shasv(1).

V(t + 1) = V(t) + Clyl( pbest(t) - X(t))czyz (gbest(t) - X(t)) (1)
X(t+2) = x(t) +v(t +1) (2)

In the equation,tmeans the current evolution algetyrc, means the study divisors, the general value is @)d g
are random numbers which distributed in the ranfgg®,01]; The best individual extreme value pbekg global
extreme value gbest; is the current optimal sotutiound by the whole particle swarm. When reachiing
maximum number of iterations or algorithm searctiesoptimal solution which can meet the precisitaration
stopping. Ability of particle to jump out of locaptimum condition is achieved by adding inertiaéffiziento, the
evolution equation is:

V(t+1) = an(t) +C.p; (Poestt) =X(1) +C, 15 (Fpest) = X(1))  (3)
— . (o - v
w= wmax (wmax min ) X T 4)

max

In this equation, t and Tmax means current numbéerations and the maximum number of iteratiangjax and
omin are expressed as the maximum and minimum edefficient. Equation (2)~(4) are commonly rederito
the standard particle swarm optimization algorit8R%0).

CHAOQOTIC PARTICLE SWARM OPTIMIZATION ALGORITHM

In the initial stage of evolution, PSO convergespeed is fast, the need to adjust the parametdesss is an
efficient parallel search algorithm with simple cept and easy implement. However, there are pmebkuch as
premature convergence, easy to fall into localiménin the later evolution. The algorithm for muoitidal
function are more likely to appear premature phesroon , there are large amount of computation aacdcuracy
is poor; for strictly convex function, monotone &tioen or unimodal function, there is the problem sbw
convergence speed near the optimal solution.

Chaotic motion is a kind of irregular motion statasting in the nonlinear system, with ergodicifgndomness and
sensitivity to initial conditions and other chaexistics. According to these characteristics, thaos variables can
ergodic according to the law of its own withouteatation to in a certain scope, optimize the search

The basic idea of chaos optimization algorithmt fgst the sensitive initial conditions, the chaatéziable linear
mapping to the range of optimization variables, esgodic all state without repetition accordingtsregularity in
a certain range , then random replace a partictedrgroup with the results of chaos optimizatidrhus, chaotic
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particle swarm optimization becomes a novel optatian technique which with optimization search aad avoid
falling into local minimum, have the advantagesgtdbal. One of the most simple one-dimensional ineal
mapping equation is shown as equation(s).

X(t+1) = 41, Q- X(t)

(5)
t=12.--,x(0)0[01]
The sequence {x(t)} in equation(5) is chaos vagahihen the system is in a state of complete chéothe control
parameters,whem=4, Logsistic mapping is full mapping interval [Q,1

Chaotic particle swarm optimization algorithm based adaptive optimal rate of change to determinetiar
premature. When the change rate is less than thelse, the speed and position update, while gttebparticle is
mapped into chaos, after chaos optimization, aadtrticles are updated to form a new populatioeaivhile use
chaos optimization method to disturb the curreabgl optimal value in small scale, the populatiemps out of the
local optima through the chaos optimization opergtiincrease the probability of finding the glolmdtimal

solution.

SEDIMENT PARTICLE IMAGE OPTIMIZATION ALGORITHM BASE D ON CHAOS PARTICLE
SWARM OPTIMIZATION

An important problem in computer vision researchintage processing is to distinguish the sedimentigba of
different regions in images, each region need tetrapecific regional consistency, The disjoint e tonsistency
of a particular area has a special meaning . Inpcen vision, it can detect the sediment partieled finish feature
extraction and object recognition from the segmtgnaof image quality.

THE BASIC PARTICLE SWARM PARTICLE IMAGE ALGORITHM
In D dimension sediment particle image search spsgppose there are m particles in the search speach

particle's position represents a potential soluti§<n: (x L,X,) represents the i particle’s position of the
L

(R Xi2 !
particle swarm,\Zi = (Vi Vip, L,V ) represents the i particle’s speed. The best glaee particle experienced is

wrote as F;i =(Pyy, PiysL, Py ) It's called the individual extreme valug,.g,. The best position that the particle

swarm has searched so far is wrote l@g = (Pg1» Pyzr*s Pga) it's called the general extreme valug,..;. Every

particle d (1<d<D) dimension according to the following equation chesg

o . . _ _
Vg =WV + ¢y (Pig = Xig) + Gl ( plgd - Xlgd)
Xig t= Xig *Vig ' (6)

i=12L,md=12L,d

In this equationw—Inertia factor; ¢ and ¢—learning factor; r and g-the uniformly distributed random number
between [0, 1]. Search factor &nd ¢ adjust the particles” own experience and socipeg&nce in the motion of
the weight .If ¢=0 then equation(6)is:

W _ _
Vg =WV +0+C2y2(plgd _Xlgd)
i+ _

Xig _Xiid "'ViidJrl (7)
i=12L md=12L1,d

Particles trapped into local optimal point eadif\c,=0 , then equation(6)is:

i i i

Vg =wWVy +Cyi(Py —%g)+0
i+l _ i i+l

Xig = Xg 1V

i=12L,md=12L,d

©)
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As can be seen, because there is no interactiomebat individual particles, particles has no grospsring
information. So the population of m size changés m single particles movement, it is difficultfind the optimal
solution.

IMPROVED PARTICLE SWARM OPTIMIZATION ALGORITHM OF S EDIMENT PARTICLE IMAGE

During the basic particle swarm optimization algom in the process of sediment particle image dpétion
iteration, when one of the particles searchingciimeent optimal position, the other particles wordgidly close to
it, the algorithm gets a local optimum, then neeadjust key parametere,(,,r;). In order to improve the global
and the local search ability of PSO particle imadgorithmg,r;,r;) were improved. Among thenwis used to
control the influence that the previous speed hashe current speed. & is smaller, the search solution in the
current neighborhood, local search ability is sgrofi o is larger, then particles extend the search spadesearch
in the global scope, capability of global searchktisng; Whenw =0, from equation (1) can be seen, the particle wi
fly to the weighted center of optimal position aflividual and global best position, remain stilhefefore, find a
biggernduring the early process of sediment particle imegextend the search space; setting the smalleen
search near optimal solutions in the later,. Fropmagion (9) can be seenfrom the maximum inertia weight to the
linear minimum inertia weight reduction.

Cl)‘ =) _ a)max B a)min (9)

T ter,

omin—the minimum inertia factoromax—the maximum inertia factor, itermax—the maximumamber of
iterations. It's good for the global search whertigia velocity vmax is larger, but there may besothe optimal
solution; when particle velocity vmax is small, fides in a specific area of fine search, but dasfall into local
optimum, therefore, must limit the maximum speedtanparticle flight.

v, =V v, >V
{ id max id max (10)

Vid =V, Vid < _Vmax
vmax Is a constant preset, it determines the acgwf the search in the solution space particles.

SEDIMENT PARTICLE IMAGE OF CHAOTIC PARTICLE SWARM O PTIMIZATION ALGORITHM

The improved particle swarm optimization algoritlifnsediment particle image is better than the talue image
in sediment image segmentation, while becauseeofahdomness of the maximum speed vmax of thalizgiion

of sand particles, Inertia factarmax andemin, learning factor c1 and c2 and the maximum remds iterations
itermax, When the pbest of some sand closes tglibst of group, Speed and inertia factor is nat,z@r from the
best position and the algorithm does not convergpact the segmentation effect. In the sedimentigies image
optimization algorithm experiment of chaos partigearm, it's found that particle swarm diversityvely disappear
when speed is more and more small and close tQ Ehi®is algorithm precocious tendency .

In general, with the development of the iterativegess, once a particle inertia, due to the infteenf other
particles, it also appears inert and gathers neartdy stop moving, gets into a local optimum and tedhe
prematurity of the algorithm, affect the convergené the algorithm. Therefore, we use the randosrergjodicity,
and regularity of chaotic variables to search aistuth the best position of average time and tlodbal position
constantly, by setting the specific format of itara to form chaotic sequence , we effectively dvdiversity
decline and premature convergence.

We set the objective function of the problem as:

minf(x)  (i=12L,mx Ofa,b]) @1
Then after putting chaos into the chaotic partsel@rm optimization algorithm (CPSO), its iteratgiaps are:

StepZ Initialize the maximum velocity of particle algdrin vmax, the scope of the inertial factamax andomin,
learning factor c1 and c2 the maximum number o&ftens itermax.

Step2 And the initial velocity is set tovi?j =U (—1,1)Vmax, generate m initial positions of particles randgml
u(-1,1) is an uniformly distributed random number .
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Step3 Set the particle swarm fitness of the optimal posibf particles gbest, set the particle swarmeigiof the
current position pbest and calculate the fitnessagh particle fi.

Step4 If the convergence criteria are satisfied, the $Sisgexecuted to perform; otherwise.

Step5 Using Afi in equation(5) to judge whether to fall into Eooptimum. If the condition is satisfied for Nc
continuous times in iteration, then perform thddeing steps, or jump to Step7. Where N is theo$etonstantsd
is the set of constant threshold.

Af, = (f, - f, )1, (12)

Step6:Generate a D dimensional random initial vecty, 4 =[Yo1, Yo, Yool Yna L (O1) , besides, there

are minor differences in each component, and aowprd the formula (6) Logistic equation, chaotegeence is
began by the way of carrier .

Yoerd = WYng @ Yog) 0spu<4 (13)

Put the chaotic iteration variable yn,d in equa{idB) into a region, the region sees the partiakeent position xi,d
as the center, Ri,d as the chaotic search radiuseét fixed point, a small disturbance y/c canadded (a large
positive). Then jump to Step8.

y'n,d =Xia TRy (2yn,d -1

Y, 0{ 02505075 (14)

Step% According to (7) update the position and velocityhe particle swarm optimization.

Step8 Compare the new particles with the previous, thémap fitness individual selected is set to gbest.
Step9 Return to Step4.

SteplQ Output the solution and end.

ADAPTIVE CHAOTIC PARTICLE SWARM OPTIMIZATION ALGORI  THM OF SEDIMENT PARTICLE
IMAGE

The convergence speed and search precision chmoticle swarm algorithm is more suitable for thege of river
sediment particles, but there is still the problEitocal optimum, balance of the global and lodsda@s optimization,
need accord to the characteristics of flow typarsedt distribution form which is complex and chaalgle, balance
in the inertia weight and group fitness varianogriove the effect of algorithm.

ADAPTIVE INERTIA WEIGHT

In order to enhance the adaptation of the flow fosediment type distribution of complex and chantgeab
characteristics algorithm , this study proposedittegtia weight updating formula balancing betwegobal and
local search as shown in (15).

W= (W — W,

ax min

t
) X exp(—(r X _)2) + wmin (15)
Tmax
Among them? is determined by the value experience and gendragiyn the range of [20,55]. At the beginning of
the algorithm, need stronger global search abilitlige the larger inertia weight value; Late needriprove local
exploring ability, take the smaller inertia weiglaue.

THE VARIANCE OF THE POPULATION'S FITNESS

In order to enhance the adaptation of the flow fasetdiment type distribution of complex and chantgeab
characteristics algorithm , this study based onitiegtia weight updating formula balancing betwegwobal and
local search ,then introduces the variance of tmufation's fitness, which is defined as follows .
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Definition: Set current average fitness is fav@, plarticle number of particle swarnfis the number! fitness of a
particle is fi, the group fitness varianc2 can be defined as shown in equation (16).

o? = i(@),f:maxp,magfi—f ] (16)

n< f

avg

From (16) can be seen, the particle swarm aggmeyategree of the variance of the population's $isnés
determined by2, 62 smaller, groups more convergence.

STEPS OF ADAPTIVE CHAOTIC PARTICLE SWARM OF SEDIMEN T PARTICLE IMAGE
OPTIMIZATION ALGORITHM
Steps of adaptive chaotic particle swarm of sedirparticle image optimization algorithm are asduls:

Stepl Read the original image to be segmented,scimiiialize a swarm of particles, randomly set thagticle
number n in a certain range, the initial velocifysy1,n], the initial position X.

Step2 Set gbest to the best position of particighe initial population and set the i particlelsegt to the current
position of the particle.

Step3 Put the data into (2), (3), (7) to figure tingt new position and new velocity.
Step4 According to the fitness function f(x), cddda the fitness f(xi)&1,n] of particle i.
Step5 If the fitness of particle i is better thha turrent global extreme value gbest, then replaeglobal extreme

value gbest with current particle positio)r(i .

Step6 If the fitness f(xi) of particle i is bett#ran the fitness f(pbest) of its individual extrenaue pbest, then
replace pbest with its current particle position xi

Step7According to the definition of the equatiol {8 calculate the aggregation degree of the poipuala fithess
variances2.

Step8 Judging the convergence condition is whethtisfied, if do,go to step 10, otherwise go tp &e

Step9 Using chaos search according to (5), (6)acepa random particle as soon as getting thepwést, and then
go to step 3;

Step1l0 The algorithm finally outputs the globafimyal solution.

Follow the steps above, you can get the satisfirexhe. When the background for the target obje@t ibere will be
two obvious peaks in the figure, which is reflectethe histogram of target and background .

NUMERICAL EXPERIMENTS AND ANALYSIS

CONVERGENCE EXPERIMENT AND ANALYSIS OF ALGORITHM

Through the Matlab software programming, using iowpd particle swarm optimization algorithm basedchaos
theory, figure 1 shows the algorithm flow chart.

In the initialization of the algorithm, if learninfpctor g=2, =2, the maximum inertia factanmax=9.0, the
minimum inertia factoromin=4.0, The biggest constraint speed vmax=1,The af the particle number N=20, The
dimensions of the function D=1,The biggest evolutmlgebra itermax=25, the chaos optimization patarae
u=3,6=le-5, r=0.1, c=10.

The convergence of the algorithm can be obtainexlithh the analysis of type (17), the result is shawfigure 2 .

{max f(X) = x+10* sin(5x) +7 * coséx) an

st.0<x<9
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Fig. 1: iterative algorithm flow chart
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Fig. 2: performance of optimization algorithm

Clearly, when iterating to the fifth step , the @ithm has been basically converges to the finaintgd position:
X=7.8562, The obtained maximum functiom)ffiax=24.8553. Its convergence speed is rapidly, ribt difficult to
find that as a new optimization algorithm, chaggirticle swarm optimization algorithm is superibat other
algorithms.

Analysis of chaotic particle swarm optimizationaighm

Analysis of particle position update:Chaotic valéhin the process of the particle swarm movementrol particle
degree of chaos .When cidg],

X (1) = (% (E=1) + g x M, xexp(w (X (E=D) + @ x M) =gy x M| (18)
d
Individual particles of chaos are at work mainlttas point. While when cid(£»0,

X (1) = Xq (£ =1) + V4 (1) (19
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The relationship of the velocity vector in the aitfum is as shown in equation (20).
Vi (t) =iy (1) + Vi, (1) v (t) + v, () +L+vy (1) 20

Incremental time complexity in the equation il enly related to dimension, has nothing to ddwlite number of
particles n, minimize the time cost to improve shaaccuracy. Figure 3 shows the vector relationerwthe
traditional particle swarm optimization algorithmpdating, seeing M as a whole, directly update from the Xj) (
to Xi (t+1). The algorithm sees ViT] as dimensions and incrementally search each diim&s update process,
refine the search process, increase the searcle gpatcimprove the accuracy of the search. Compaitdthe
traditional particle swarm algorithm, the time cdexity of the improved Od) times. Compared to the existing

chaotic particle swarm algorithm, time complexigyreduced by M times, wherein, M represents theglsaarch
step.

¥iul 1)
1.?._1‘ .
X — valt) = X1
"-IW L /*:Jr]
Bl Vold) AN

Fig. 3: the process of the particle position update

Numerical test of chaotic particle swarm optimiaatialgorithm:Analysis of nonlinear dynamical belwvbf the
chaotic particle swarm model objective functions as follows:

f(X) = Z L0+ x? -10cos@rx.))  (21)

Among them, -5.12xi<5.12, 1=30, when the minimum value is in 30 dimensand variable x is O, the global
minimum value is 0. In the chaotic particle swarhgoathm: the inertia factorv=0.7298, learning factor
€1=C,=1.4962, the number of iterations is 1000 , theéigarnumber N=20, the chaos factor r(l,d)=0.5+0B)pand,
the initial value of chaotic variables ci,d(0)=0998earch measurel=10.24, mobile factor mi=0.5.

Figure 4 is the change process of particle swartimigation value, with iteration number increasitige optimal

value decrease. The final extreme optimization e/aéu4.8878x10, optimal position values of each dimension are
less than 1x16
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Fig. 4: change process of particle swarm optimizatn

Among the parameters of the algorithm, the inefdi@tor and learning factor can be set based orncfgagwarm
optimization algorithm , search measure and mofilgor can be calculated according to the initiaarsh
conditions, the initial chaotic variable cid(0)=99 the value of the chaos factor is more imporfzarameter ,
which affects the initial chaotic search time. Timemerical simulation was carried out when the chizasor
r(1,d)=0.1+(0.001)rand, that help explain the influen€ehaotic parameters on the algorithm search poce

Figure 5 shows the variation of the whole part&learm optimal value process. By comparing the Eidurand
Figure 4, we can see the influence of chaos famtothe algorithm search process, The initial chesmrching
process changed from the original 20 iteration4Q6 iterations .The smaller The chaos factardR(the slower
speed of the chaotic variables, the longer the tahaearch. It's good for find the optimal valuyt bhe initial

488



Ying Xiao et al J. Chem. Pharm. Res., 2014, 6(7):481-490

chaotic convergence process is longer. The fin@éme optimization value is 1.38850x10-7, the optiposition of
each dimension values are less than 1x10-4.

400
350

s best i
[
Z =

200
150
100¢

a0F

*
g v Y *

0100 200 300 400 500 &00 700 200 200 1000

t
Fig. 5: change process of particle swarm optimal Vae

CONTRAST EXPERIMENT ANALYSIS OF ALGORITHM

The experiment used 5 function to test the perfoceaf adaptive chaotic particle swarm particlegemalgorithm,
and compared with the standard particle swarm dapation (SPSO), improved particle swarm optimizatio
algorithm (IPSO) and chaos algorithm based on gariwarm optimization (CPSO) . The theory optineue of
test function was 0. All the experimental partistearm scale n=5@max=0.95pmin =0.4.

In the standard particle swarm algorithm and aelepthaotic particle swarm algorithm=¢,=2, improved particle
swarm optimization algorithm valug=c,=1.5; value based on the chaos particle swarm dgation algorithm

c:=1.5 ¢=2.5. All the algorithms run 30 times for each ftioe to get the average, the test results are shown
table 1.

TABLE1 Numerical test results of sediment particldmage

Algorithm ~ SPSO IPSO CPSO ACPSO
Sphere 3.7004xf0 4.723 2.373610  2.027910
DeJong 4.3467x10  4.609 2.340210 2.0808910’
Griewank  2.61x10 3.28x16  6.8481x1G  9.90510"
Rosenbrock 13.865 9.96x10  1.0404xf0 2.90681d
Rastrigin ~ 1.065 5x#0 53.293 9.5258x1D 4.374 1x1d

According to the results, the adaptive chaos darsiwarm algorithm shows higher convergence pratiand faster
search speed by using the test functions usedisnptiper, its optimization performance is bettemtlthe other
algorithms, it's as shown in figure 6. From Figéreve can see that the bottom part of the sedimeriicfes in

Figure 6 (a) sediment background image were subederge can see the segmentation effect is poour&i§ (b)

segmentation is better than Figure 6 (a), but étinsent segmentation effect in the bottom of thagenbackground
is not better than Figure 6 (c), Figure 6 (d) segagon effect is superior to the front three melho

.'i" . 2 '
K a2 LtLX

(a)the basic particle swarm optimization algorithm (b)improved particle swarm optimization algorithm
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(c)Chauotic particle swarm optimization algorithm (dpdaptive particle swarm optimization algorithm

Fig. 6: comparison of sediment particle image segmtation results
CONCLUSION

The experimental results show that the adaptivetahparticle swarm river sediment of optimizatialgorithm is
an important means of detecting the silt contentivir sediment in images. On the base of the sedlirmage
feature, the image is converted into a specifie tgp the image recognition to search for the opétion by making
use of randomness, ergodicity and regularity obshaariables, disturbing the average best poséiuhthe global
best position constantly. The beginning of operatian increase the diversity of the population avmid premature
convergence; chaotic sequence is generated froraethspecific format of iteration and can effedgvavoid the
decline in diversity and premature convergence. 3émrch in the global optimal region can be mofmed at
middle-late stage of the process and find the dloptimal solution faster.

The main data of sediment image are disjoint amldindant, subject recognition of the sediment iseacd by
directly using these low information, the algoritlsmived the optimization problem of complex rivedsnent in a
better way. It is an important research directioptit the chaos theory as well as other algorithtm the particle
swarm optimization algorithm of river sediment .
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