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ABSTRACT

In recent years, the economic losses caused by landdlides were as high as several billion dollars. Therefore, the
study of landslide risk has become a hot topic today. Landdslide displacement prediction is a highly nonlinear and
extremely complex issue. In most cases, it is difficult to use mathematical models to describe the process clearly.
Data mining technology, which uncovers the hidden data patterns and models effectively, can be used for landdlide
displacement prediction. Series of system models are trained, validated, and applied to a landdlide study along the
Three Gorges and cases from the literature. Based on these monitoring data from deformation displacement of the
Bazimen landslide in Zigui County, natural rainfall in the area of Shazhen and Guizhou, water level changes of the
Three Gorges Dam, we propose a theoretical method suitable for analyzing the impact of landslide deformation. By
drawing duration curve about each monitoring point displacement and predisposing factors on the valid data, we
use regression analysis method to analyze correlation and hysteresis of landslide displacement variation and
predisposing factors through the actual situation of monitoring monthly reports.
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INTRODUCTION

There are many unexpected geological hazards iantegears such as earthquakes, avalanches, lag]slid
mudslides, etc. Risk assessment of geological Hdrs become one of the major issues of genemaksit[1]. The
landslides as a kind of geological disasters, pdaith simple, bring varies of serious threats to dmsnTherefore the
forecasting of landslide displacement is very megiuil.

Spatial data mining is a relatively new field wittitegration of multiple disciplines and a variety related
technologies, including artificial intelligence,tdbase, pattern recognition techniques and so @&j. [Zherefore,
spatial data mining methods contain not only gdnéstga mining methods, as well as spatial databBisere are
already many research institutes and researchergtia field of space research in the data minkhgo et al.[7]
broken the landslide displacement into cycle terams trend terms, and combined with the periodicity
characteristics of time series to analyze cyclensteof landslide displacement. Dujuan et al.[8] u8# neural
network to predict its displacement based on thekved Hao. Li Qiang and Li Duan [9] proposed a tisgries
analysis with capabilities of the forecasting coempbystems in development trend, and adopted tiramadysis
method to establish the ARIMA model and the CAR wglotbr landslide displacement dynamic fore-casts.
E.Yesilnacar et al.[10]combined with logistic reggmn and neural network to overcome shortcomirfgthe
statistical methods that could not effectively Humhodels of complex geological disasters, deal wibh-linear
relationship between landslide hazard and predisgoctors. Xiangenjun [11] used rough set to dig the
inherent law of slope disaster activities from kigtorical slope data. Daifuchu [12] focused onnhtural landslide
spatial prediction in Hong Kong, adopted two orgintype to support vector machine for spatial tézh of
landslide hazard, and compared with Logistic regjoesmodels at the same time.
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In addition, data mining technology has great athges in terms of analyzing massive amounts of. ddtare is a
research trend for a comprehensive predictionrasiteof data mining and building forecasting modbbut how to
choose the right method to introduce right theoaryhie study of geological disaster forecast. Wit diversity of
data mining and knowledge discovery methods, rekearin the field of geological disaster predictinore use
varies of data mining methods, compared with theckusions in the same research area [13]. Duertg warning

command, forecast necessities and integrated deaisaking, this paper establishes a mining modithisie for

landslide hazard data, studies spatial data miaimgut analysis of prediction of landslide hazard &andslide
displacement, supporting geological disaster monigoand early warning and emergency command. Tadopted,
such as linear regression, neural networks and dtita mining technigues, we process data autoatigtiznalyzed
and summarized to extract critical data that asgistvention of geological disasters decisionsdaoha structural
analysis model. With monitoring reports to analyae actual experimental results, we verify theatslity and

accuracy of the mining model applications. At lastcording with final charts, visualization, andheat forms of
natural language, we establish a suitable datangimhodel for landslide hazard prediction, and preghe

knowledge discovery in an easy way for users teetstdnd.

THE NATURE AND CHARACTERISTICSOF THE LANDSLIDE DATA

The data used for experiment is from monitoringadatt landslide in area of Zigui county of the Thi@erges,
where belongs to the subtropical monsoon climatyndant rainfall, and more rainstorm, and also owns
complicated geological features along the YangtzeRTherefor it has occurred geological disasters sometimes,
such as collapses, landslides and debris flowsingar landslide is active more frequently in recgears, so this
paper chooses this area of landslide to analyze.

1. The property values of the landslide monitoritaga have continuity, which is suitable for regi@sslgo-rithm
and fitting algorithms to build the model. For agigition rules algorithm in mining algorithms, weish discretize
the landslide data in advance.

2. The impact of rainfall on landslide displacensergt cumulative and time-delay. The generationaofdtlide
displacement may be affected by heavy rainfall shart time, or due to the cumulative rainfall o@eperiod of
time.

3. Changes in the water level of the Three Gorges dre affected by natural rainfall and the impdahan-made
water drainage activities. So, it must excludeithpact of human activity factors when researchimg impact of
the landslide displacement on dam water level.

4. Randomness, instability, and deformation charatics of each formation mechanism of landslides not all
the same, so each landslide must be a detailegsasmblsed on the actual situation.

5. According to collation and analysis of the colésl data about each landslide in Zigui countywadl as
meteorological data and hydrological data, we surimadhe following characteristics of the data.

THE DATA MINING APPLICATIONS OF BAZIMEN LANDSL IDE

Data Mining, known as knowledge discovery in dasssa(Knowledge Discovery from Database), deals thiéh
observed data set which is usually large for amaly®f course, the purpose is to find unknown infation,
summarize and present the data in the way thatadater can understand. This paper focuses on thems of the
application of the raw data for data mining on ggatal disaster monitoring. Appling the currentaatining
technology to extract useful information from thestbrical data, which is beneficial for geologicdisaster
monitoring and disaster prediction, that can presdrvices for warning command system.

DATA PREPROCESSING

Existing data is dam water level daily monitoringtal including two monitoring points GPS measurenaiata of
Bazimen landslide ZG110, ZG111. GPS measuremeatisi@ monthly data which is different from thenfall and
the water level of the dam monitoring data in tigranularity. Therefore, we need preprocessing arshmpled
monthly data, and select month time by the timerirdgls of GPS measurements, such as dam waterdessges
in March 2004 refers that water level measurembetsreen February 2004 to March in GPS monitoring da
namely on February 11 , 2004 to March 14. Rairfath takes the cumulative value of the month. Datemlevel
fluctuation rate is used to measure the water |8uetuations. A positive value indicates the wdtarel rises, a
negative value indicates the water level drops.dstide displacement rate is the monthly landslidéodnation,
which takes the average value of each observation.p

After we organize the raw data table, in orderrpare for the establishment of the model, the datarmalized to
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eliminate the influence of dimension. Here the datmormalized to prepare for the later work witte tneural
network too. There is an approach we used théb@ltlata is converted into [0,1] or [0.1,0.9] dr,1] between the
number to cancel an order of magnitude differeretsvben the dimensional data , and avoid a larderdifce in
magnitude or larger prediction error fit when inpmid output data. In this paper, the experimerda#d with a time
effect, that each record must follow chronologizalWhen selecting a training data set and test data, in
accordance with the time sequence, selection afitiga data before eighty, twelve after the predic@ata.
Satisfying the above conditions assumed, so ithllts normalization.

LANDSLIDE DISPLACEMENT FACTOR

1) Displacement rate and dam water level and wetet fluctuation rate

The average water level of the Three Gorges dam enanges in seasonal fluctuations. This is then rflaod
season from May to September every year, when Imappebe a year of rainfall. To meet the arrivaflofd season,
the Three Gorges reservoir releases, the dam avevater level drops. Every year from October toilAjgrthe
second year storage period with less rainfall. Beeaf the need for power generation, the resestoiages water,
dam water level rises or remains on average attaigewvater level. Through the relevant data analfrem two
monitoring points of the Bazimen landslide, thenttef the cumulative displacement was rising attibginning of
storage water, but the rate of increase is growlowly. As the water level continue rising, theplé&eement rate
gets slower. When the water level rises to the dggpoint, the displacement rate will get fastére Water level is
the highest point of a turning point. Before anetafhe water level the highest point, the wateel®n the rise and
fall just two states, so the decrease in the wlatel rises or landslide displacement inevitablfieets the rate of
change.

2) The impact on the water level of the dam

The dam water level has an effect on seasonaltiarjeghus the monthly water level could effect igfore. Here
we use time series of ARMA model to analyze its actpby its own laws. Through repeatedly calculatitig
average water level of the dam lag factor is 2tThahe dam water level is affected by theirtftigo phases data.

The average dam water level satisfies AR (2), theaBon is below, as seen in Eq. 1.

w =1.4085y_, — 0.5080%_,+ 150.66445; @

In this model, R2 is 0.895, the fit of the modelésy high. AIC = 259.768, SC = 267.398.

3) The rate of rainfall and displacement

The rainfall of the Bazimen landslide nearby has shasonal variation, the landslides and displacenag¢e also

vary with rainfall cyclical variation. Annual ratd landslide displacements has occurred to acdeléna increase of
rainfall during the year. Annual maximum displacemeate occurred in the month before and afterttiggest

annual rainfall. It indicates that there is certedtevance between rainfall and landslide displaa@mate, but the
rainfall has a certain lag effect on landslide defation.

4) Its own influence rainfall in the area of Huizho

The rainfall in Guizhou shows seasonal variatitve, monthly rainfall may be affected by prior raikere we use
time series of ARMA model to analyze its impact itsy own laws. Through repeatedly calculating, therage
water level of the dam lag factor is 3. In the mpte 1, it refers that making a first-order diféatial conversion on
the rainfall data, then getting monthly rainfalltalain the model of IAR (3,1), the final state metarea has an
affection on their monthly rainfall data of thesfirthree. Based on above, the subsequent modelotggs will
consider the impact of the final state in the autrraonth and previous rainfall areas of landsligpldcements.

The cumulative rainfall R1 meets the IAR (3,1), drpiation is below, as seen in Eq. 2.

& +57.136¢

1-B)R =
1-B)R (1-0.2291B+ 0.0496%°+ 0.0688 )

2
R2=0.999, AIC=735.34421, SC=745.51739

LINEAR REGRESSION

In this section, the related interpretation inclutlee average water level w, dam water level flaittun velocity dw,

the landslide of Bazimen cumulative displacement the landslide of Bazimen average displacemer vat
cumulative rainfall of Guizhou R1, monthly rainfaif Guizhou R1 and their pre-variables such as 2lwidicates
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the water level fluctuation speed ahead two phasesa on. Each phase of dam water level of fluginatate
equals to the average level of the day subtracting the average water level on the pbaslee dam, so when tt
dam water level fluctuation rate is positive, shid water level rises, otherwise the water levepged, the absolu
value of the speed of dam water level fluctuatiothie priod corresponds to the rate of rise or

By stepwise regression method, the average water tiee rainfall of the month and the former threenth, watel
level fluctuation velocity and the month before theee fit following model, the equationbelow, as seen in Eq. 3.
x1=0.858v— 0.438w,_, - 0.568w,_, -

0.82@&_,+ 0.128

®3)
This model is R2 = 0.76, each coefficient of thevabequation is detected b

Here Bazimen landslide cumulative average displaceris effected by the dam watevel, the combined effects
of dam water level fluctuation velocity. The raithiaf Guizhou is not considered among the stateagqao. From the
model perspective, the landslide dam water lewsitfiations in the rate of displacement with a riggatorrdation,
and is subject to water level fluctuations of tliwstfthree. When the water level drops, and thep demount
increases, the landslide displacement will incrs

Here is a comprehensive evaluation of the resiilthis regression model, as s in Fig. 1. Each evaluation of tl
model is seen in Tab. 1.
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17 = Bazimen landslide cumulative displacement
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The predictive value of Bazimen landslide cumulative
displacement
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aaaaaaaaaaa

: Landslide Prediction Curve of Bazimen

Tab. 1: Model Evaluation Value

Minimum error -0.27
Maximum error 0.22
Average error 0.0001
Average absolute erro 0.076
Standard deviation 0.181

Overall fitting accuracy of the linear regressiomdal is 47.25%. This linear regression model fardkide
deformation phase shift, fits effect in gentle ay@mpart, namely water displacement of the landslefermation is
better fitting withaccuracy of 51%, marked in Fig. 1. For the dispiaeet of a large part of the volatility, it fi
landslide displacement flood ineffective. In sumynathe linear regression model for landslide defation
displacement of water is approprii

NEURAL NETWORK METHOD

BUILD NEURAL NETWORK M ODEL

BP neural network model to predict landslide Bazinwedivided into four steps: The first step isdi@ermine the
structure of the neural network; The second stevsiobservational data of landslide displacems training
samples and then normalized; Third step is nerveark training; Fourth step makes use of the trdineural
network to predict landslide displacement, and radizas the input data. Firstly, data filtering mginsed to filter
out some of th source data table unused variables, and thenlesnBazimen landslide data from January in 2
to November in 2011 has a total of 92. We chosddhmer 80 as training data, the later 12 as tleeliption data
First feature selection before mode, according to the characteristics of the inputialdes with predictor
variables of the Pearson correlation coefficiensétect. Pearson coefficient values in [0.9,0.95] the genere
importance, [0.95,1] is important. Thus selectitimut variabls of the neural network. Then enter the first 8ta
model for training. Training network is three laystwork including input layer, a hidden layer andput layer.
Five neurons in the input layer, three neuronsahidden layer, one neuron in foutput layer. The accuracy
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training network is up to 92.66%. After establighia good neural network model, the data input #ter ltwelve
forecasting data to predict for Bazimen landslide.

There is a sudden increase significantly fasten the month before and after the month in June 2B%&ept for
the predictive value of the point, the model faoll displacement rate is generally better thanviitee of water
displacement. It shows that the extent of the ingimetwork to fit the observed data is not verp@oso the overall
effect is predicted to be improved.

Landslide is a continuous process, the shape ofdtiable itself is bound to be affected by preedefation, which

is the time effect of the landslide. The above nhades not consider the effects of landslides dmet So here's an
attempt to introduce trend term of landslide displaent of the average monthly, and error term roktseries

model to correct the above model.

Table 2. The Predicted Result Average Monthly Rate of Displacement of Bazimen Landslide

Time Average monthly rate of displacemgnt  BP nemeavork predictive valug
2010-12 0.111154 0.143243
2011-01 0.104648 0.139373
2011-02 0.168784 0.146493
2011-03 0.173122 0.148692
2011-04 0.191712 0.1563
2011-05 0.186135 0.191506
2011-06 0.9 0.280842
2011-07 0.263904 0.280038
2011-08 0.103718 0.197304
2011-09 0.220837 0.202106
2011-10 0.149574 0.166727
2011-11 0.148025 0.140472

Table 3. Estimation Results

Minimum error -0.137
Maximum error 0.619
Average error -0.007
Average absolute error  0.05p
Standard deviation 0.10¢

A lot of the time series of observed sample wilbwithe trend, seasonal and random, or just shothireg of the
second or one. In this way, you can think of edote tseries, or after an appropriate time sequeuooetibn
transformation, it can be broken down into thregspsuperimposed.

X =TI +5 +R t=1,2, @)

which {7} is a trend item,{st}is a seasonal item,{Rt} is a random item. This time sequence is the
superposition of three.

The average monthly Bazimen landslide displacerdenbmposed into trend term and seasonal itemsjteams

will be added to the above trend BP neural netwooklel for discussion. There are many time seriesm@osition
methods, such as segmented trend method, the tegmdssion line method, quadratic trend, stepwissrage
method, regression, etc., The gradually averagéadeis used in this paper. With the gradual tresrchtaverage
twice stripped out, the formula is belovthe results are shown in Fig. 2.

L Ly
Un_G_Zyi Tn 626Ui

i=n-6 i=n- ,6)3
The equation of Bazimen landslide average displacgsuitable for ARIMA is in Eq. 7. ARIMA(1,1,1)
(1-B)x = (1-0.5758 )ft +12.511
(1-0.258B) @

R2=0.996, AIC=567.7, SC=575.33
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The time series equations of the landslide dispheres 0 Bazimen can get the error te

The error term and trend item were added to then&ork by order, we get BP network with trend isgrBP
network with ARIMA and BP network error te with trend term and the error term. The four experital result:
compared within four neural networks are shownahl& 4

Tab 4: Four Kinds of Neural Networ ks Comparison Results

BP TBP EBP TEBP
Training Network accuras 92.66% | 94.36% 97.03% 96.57%
Average errc -0.002 0.001 -0.002 0.001
Standard deviatic 0.106 0.098 0.039 0.036
Theoverall prediction accura | 27.2% 24% 34.8% 38%
Flood prediction accura 25.71% | 20% 37.149 42.86%

From Fig. 4 to Fig. 7 and Tab, the prediction ofBP network with trend items and errcitems on Bazimen
landslide displacement imore accurateEspecially the position of extreme points in I. 4, the normal BP network
for this extreme point generally pdy fit. After joining the trend term and therer term, the overall fitting accura
improves inBP network a little, the effect is not very obvidogprovement. But from the following 4 compares
picture, you can clearly see that the predictiocueacy of landslide deformation displacement « peak point of
improvesa lot. For example, the Mein 2011, thepredictive value of flood displacemeis 0.194, the observed
value is 0.186, the error is only B96.

The BP network with trend terms and terms, in training process, the circumstancf fitting in the flood
displacement points is more typical than BP networkicW is also significantly improved. For exampleeg terrot
of the predicted value of BP network in June 20p0ta1 47.47%. After introducing trend backward, thisor is
reducel to 40%. After the introduction of the error tertime error at that point has improved reduces 6869 After
the introduction of the error term and trend tettme, error is reduced to 5
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BP network model with a trend term and the erromtéor landslide deformation displacement stagastic change
fits effect, namely flood landslide deformation displacetrii better with accuracy of 42.86%, as showirigure
7 the marked section. For example, in May 2004, Mag July and August in 2005, in June and August
September in 2006, in July and August 107, in September 2008, in June and August in 2008yne and July i
2010, in May 2011, the prediction error is lessthi@%. For the displacement of the flat part of ¢thange, it it
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fitting badly for water storage. In summary, BPwmtk model with trend items and errors items on flbed
landslide deformation displacement is more appeb@ri

CONCLUSION

The landslide deformation displacement effected rbgk-soil, the natural rainfall and reservoir watewel
fluctuations and other factors. In the field ofdahde of landslide displacement, more researcreetoaestimate the
stability of the landslide and the prediction afidalide deformation using univariate time seriesthis paper, we
takes into account the impact of water level flatitons, and other factors on natural rainfall ldidésdeformation
through a comprehensive analysis, which has be#fects the important role of external incentivies the
development of landslide deformation.

By using multivariate regression model, the fittogve of Bazimen landslide displacement is béttéhe phase of
water storage, which is closer to the actual trefidisplacement. The fitting results of the neunetiwork are just its
complementary. Application of BP network in thedliotion of Bazimen landslide displacement, withthagcuracy
of its training network, but the prediction accwyrds not ideal. In order to achieve the purposesiobrt-term
forecasts, the accuracy of the model remains toifieer improved.

Future Works

In this paper, although the characteristics of Bezi landslide data to establish a proper analysisferecasting
model, but there are many issues to be solved whitable for all landslide further. Some observadialue to the
landslide displacement data point for the newlyeaddoint, data monitoring less, are not fully aéli. Therefore
data processing could be improved. Since the parsize is the monthly data, the accuracy is natugh. If the
landslide displacement of GPS can be accurate ys, dae model experiments of landslide deformatioh be
more practical significance, which will play a giexarole in disaster preparedness. Currently, wg exrperiment
on the Bazimen landslide data, the follow-up madel be extended to other landslides in the othesrsar
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