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ABSTRACT

Inter-organization cooperation and innovation islieasingly common. However as the limitation obiinfation,
the members in the innovation network cannot evaleach other when they need to choose cooperdtothis
paper, a new type of inter-organization innovatioetwork which comprises preferential attachment and
preferential deletion based on grey relational arsid is studied. A series of simulations and anslys average
path length and clustering coefficient are conddctdo be specifically, grey relational analysis caelp
organizations in choosing cooperators. By simulat@nalysis, we compare the inter-organization irat@mn
network in the steady state based on grey relatiamalysis with the random network and regular reaty we
find that such innovation network has the propeftismall world’, which can demonstrate that evaatmodel of
innovation network based on grey relational anayisireasonable.
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INTRODUCTION

Networks are ubiquitous in nature and society, dleisg various complex systems, such as the Intefaed webs,
or blood vessels[1]. Despite their diversity, maosttworks appearing in nature follow universal oigeg

principles. Particularly, many networks are ‘smatifld’, which are highly clustered and having smpdith

lengths[2]. The high interest in understanding tthgology of complex networks has resulted in theettgpment
of a considerable number of network models.

Watts and Strogatz (1998) found that real systemashighly clustered, like regular lattices, yet dasmall
characteristic path lengths, like random graptes, ismall-world’ networks[2]. They consider thelléaving
random rewiring procedure: starting from a rindi¢at with n nodes and k edges per node, they resdioh edge at

random with probability p. This construction allows us to ‘tune’ the grapétvbeen regularity p =0) and
disorder (p =1), and thereby to probe the intermediate reglds p < 1. They discover that for smalp the
network has the ‘small-world’ phenomenon.

However, the rewiring probability couldn’t be ramdowhich may not only depend on the connectivityttafse
nodes but also on the relevance with each othew. tdaank the relevance with the members is adliffiproblem.
Grey relational degree analysis can determine élevance between different organizations with lefsmation
available.

Recently the research on innovation network haseldped rapidly. Several literatures have propodesl t
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construction of such network[3, 4]. However, thggare the fact that the members in the innovatievark can
not derive fully information to evaluate each otldren they need to choose cooperators. They oftemallittle

information. How to solve this problem? Grey systdm@orem is used to determine the unknown systetittley
known information which is proposed by Professon@éulong in 1982[5]. There are no strict requirete®f the
sample size and the sample distribution. At pregely system theorem has a wide range of apgicain many
fields[6, 7], however little research has been niadbe applications of complex network.

In this paper, we construct the evolution modelnofovation network mainly based on grey relatioanalysis
which is devoted to study and deal with complextesysby not completeness information. Each time mimgdions
in the innovation network need to evaluate the memin the network with little known informationh&n each
organization decides the cooperators in the nee thy the grey relational degree analysis and adivity rather
than by random selection which is much more closthé reality. By simulations, we derive that theavation
network in the steady state has the property ofitsmorld’. In reality, such innovation network lgahas the
‘small-world’ property which can demonstrate thapletion model of innovation network based on grekational
analysis is reasonable.

2. Evolution model based on grey relational analysis
2.1 Description of some notations
Let N={1,2,---,n} denote a finite set of organizations in the indmranetwork. For anyi, ] [IN , define

the binary variable X, (i, ]) to take the valueX, (i, J) =1 if a connection exists betweeh and ] in period

t, and x,(i,]) =0 otherwise. If two organizations are willing to oate together, then there exists a
connection between the two. The set of organizatics all collaborators in period can be defined by
M ={J0ON] x(i, j) =1} . The number of organization’s all collaborators in period can be defined by

ki, = Z/Yt (i, J) . which can also be called the degree of orgamizati.
JjON

Each organization in the innovation network hasesaain feature set which is related to industryperty,
development direction and so on. Suppose eachréegactor is characterized b¥ indicators. Sometimes the

indicators are time serial numbers or index numbmrd X denotes organization s feature vector. We

represent this as a vector of length = 2, which allows us to think of each organizatiori@sated at a point in
the feature space.

2.2 Construction of the evolution model
We will construct the evolution model of the intaganization innovation network based on grey i@
analysis in this section.

Following is the evolution algorithm of the innoiat network.

Sep O Initialization.
As the organizations initially may not be familiaith each other in the innovation network, suppeseh
organization chooses those who are nearest tacddperate in the initial time[8, 9].

Sep 1 Evaluation process.
In period t, organizationi need to evaluate all the other members in theviatan network, such as from the

view of relevance with itself. Take an example vatiganization | ( JCON and ] #i), according to the grey
relational analysis, the correlation between orgaion i and organization]j (jCON and j#i) are
evaluated. To be specifically, the grey relatiocaéfficient betweenx and X; (i,j =1,--n,i#]) at the

indicator of K is defined as
min mkin
— ]

€I,j (k) -

X (k)= % (k) +& maxmakx k)» % &) (1)
X(9 =% (] + émaxmaf ¥ ()~ % (K

where & is a distinguishing coefficient for controlling ethresolution scale which range from 0 to 1 and is

normally taken as 0.5, and (K) is defined by
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% (k) —min x (K)
x(K) = '

- , @)
maxx (k)- min (k)

By Eq.(2) we can transferx (k) into [0,1], X, (K) is the interval value ofX(K) and has no
dimensions[10].

The grey relational degree between organizatiomnd organization | is obtained as follows

1 o HE . .
v,==Y6, (0, i,ji=1--nizj @
N

Sep 2 Preferential attachment.

In reality, the organizations are willing to coltalte with those much richer or much more relevddntl2]. One
example is Apple Inc. which has a large numberamfperators such as suppliers, developers, OEMsaruh.
Maybe many companies in the world are still willtmycooperate with it other than cooperate withséhbaving
few cooperators. Another example is mobile phonaufecturers, they may cooperate with operatorssafivare
developers. There is less possibility for mobileoqd manufacturers to cooperate with medical teams o
housekeeping servers. As for the limitation of fnfation acquirements and communication capability,
organizations in the network may not grasp the ehmémbers’ information. Most cases, it only obtainsart of
them.

In period t+1, organizationi decides to cooperate with organizatign in the innovation network using a

preferential attachment with probabilitﬂ-i +1» Which is defined by

V. k +a
R, @
YK Xk +a)

jON jON

where kj’t denotes the degree of the organizatipnin period t and a(=0) is a constant here we call it

tunable parameter. In the original Barabasi—Allsedle-free model, a is equal to zero[12]. Here we grey
relational degree to analyze the correlation betveiferent nodes.

Eq.(4) means that the organization may cooperatettvose which have higher relevance with itselhave more
cooperators in the innovation network.

Sep 3 Preferential deletion.

As the organization’s ability is limited, to estihl a cooperative relationship between organizatgirould pay a
certain cost, such as time cost, energy cost aychpiogical cost. The number of organization’s @odirators
could not increase without limit. On the other hatié organizations do not randomly select the dbamone[13].

Usually they make a judgment based on their cottatioos’ market share, development prospects anshsé-or

example, before 2007 Apple Inc. had been usingkies of IBM. However for the IBM chips’ heat dipation

problems as well as the performance of the recessipple eventually “abandoned” the cooperator IBf&ib had

cooperated with it for ten years to establish coaipen with Intel.

Thus this paper assumes that if an organizatiorddsdo cooperate with a “new” organization, itlglectively
“abandon” one of the original partners. Supposedriod t+1, organizationi gives up one of its partners in

period t, such as organizationj , with the probability Pij(fﬁl, which is defined by
(ki +A)); 5)
Pin=-w ) [(k.-D
j t+1 z (kjvt _‘_a)}/lvJ K,t
oy
where [, ={JON| x;(i, ]) =1} and );; is the grey relational degree between organizatiorand
organization | .
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Eq.(5) means that the organization may abandorethdsch have lower relevance with itself or havevde
cooperators in the innovation network.

Sep 4 Evolution mechanism.
If all the organizations in the innovation netwaake unwilling to change their partners, we call tlegwork
reaches the steady state.

Every time, choose one organization to changeaitsprs according to step 2 and step 3. Then &befo 1-3 until
the innovation network reaches the steady state.

2.3 Analysis of the evolution model
2.3.1 Some definitions

Path length measures the typical separation bettvemnodes in the network. Average path lendth is defined
as the number of edges in the shortest path bettmaenodes, averaged over all pairs of nodes.

|
-= N(N—l)iz 9

#j0S
where d; is the shortest distance between nddend node j [14].

The clustering coefficientC is defined as follows.

Suppose that a node has kI neighbors, then at moé(i (K —1)/2 edges can exist between them (this occurs

when every neighbor of is connected to every other neighbor iof Let C, denote the fraction of these
allowable edges that actually exist.

__2E
- k(k-D)

where E; denote the actual number of edges.

Define clustering coefficientC as the average o€, overall i[14]
1 N
C=—>C
N2

2.3.2 Data selection and processing

In this section, the original data are randomlyegyated. We choose eight indicators from 50 orgdioias. to
reflect the relevance (Ki=1,2,...,8), where KkR&D Investment, K-personnel number of R&D, activities of
R&D, K4-proportion of R&D investment in sales revenugsnimber of patent application gftumber of holding
patents, K-sales revenue of new products, angpiKoportion of sales revenue of new products irsalés revenue.

In fact, each data can be the average over timeedh data cannot be compared directly, we need to
dimensionless the original data. It is noted thiffeent generation results of original data withtnaffect the
representation of the following simulation results.

Set £ =0.5 and the weights of each index are equal to (@18, 0.08, 0.11, 0.07, 0.24, 0.10, 0.11) by using
expert investigation method. Then we can complegagtky relational degree between each organization.

Due to space limitation, here we only give the grejational coefficient between organization 1 aotter
organizations, that is to say we need to take as a system characteristic sequence. The reselt§.6344,

0.7208, 0.6226, 0.6224, 0.5473, 0.6549, 0.7549A060.5871, 0.6737, 0.5340, 0.5793, 0.5749, 0.508D74,
0.5665, 0.7344, 0.6750, 0.6250, 0.6915, 0.67911®,7/0.7780, 0.6765, 0.6279, 0.7576, 0.7178, 0.66%797,
0.6821, 0.6629, 0.6271, 0.6193, 0.7279, 0.589&1850.6406, 0.5758, 0.5981, 0.6415, 0.7075, 0.664D25,
0.6347, 0.6150, 0.6464, 0.6080, 0.6328, 0.6099.

Suppose in the initial time the scale of the innimra network is 50. We choose each node to its astaB
neighbors in a clockwise sense which forms a reqwdéwork. Parameter a is equals to one. The mgéawork is
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shown in Figure 1.

Figurel. Network structure under theinitial state
(regular network)

2.3.3 Simulation analysis
Average path length and clustering coefficient ve important indicators to analyze whether themogk has
‘small world’ properties. We know regular networ&shlarger average path length and clustering ciexffi, while
the random network has smaller ones[15]. Generdlifhe network’s clustering coefficient is far gter than
random network’s and average path length is egaitaio random network’s, then the network has 8reall
world’ phenomenon[16].

Figure 2 shows the network structure generatedéy iglational analysis under the steady stateleThlsompares
the network with the regular network and randonwoel. We derive that the average path length preduxy our

model is only slightly larger than the random neki®which is calculated byl , = Iog(N)Iog(< k>)’ On the

other hand, the clustering coefficient by our moidefar greater than the clustering coefficientttoé random
network’s which is calculated byC, =< k>N' Thus the network structure under the steady dtate the

property of ‘small-world’.

Figure 2. Network structure under the steady state
(small-world network)

Table 1. The comparisons of the three networ ks

. etwork Innovation network | Random network | Regular network
I ndicator
Aver age path length 2.229 1.8813 3.571
Clustering coefficient 0.53 0.16 0.643

CONCLUSION

Inter-organization cooperation and innovation iréasingly common. A great deal of literatures iraposed the
construction of such network. Usually they suppibed the members in the innovation network canveefully
information to evaluate each other when they needhoose cooperators. However this situation isosel
possible. We know grey system theorem can be wsddtermine the unknown system by little known infation
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which is proposed by Professor Deng Julong in 1982re are no strict requirements of the sample aid the
sample distribution.

At present, grey system theorem has a wide ranggpplications in many fields. In this paper, we toybuild
inter-organization innovation network model by meaof grey relational analysis and analyze the sirat
characteristics of innovation network by the methaidcomputer simulation. It is found that the inaten
network in the steady state has the property oflkmorld’, although we suppose it is the regulatwork in the
initial time. In fact the innovation network in threality indeed has such property. That is to say gystem
theorem can be used for the analysis of complewor&t In further study, we will proceed to considée
application of grey system theory in complex networ
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