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ABSTRACT

Nowadays statistical machine translation shows its benefits and has received much attention. In this paper,
phrase-based statistical machine translation was carefully studied. Improved Hidden Markov Model(HMM) was
used to align words and solve the inconsistency between word alignment and phrase structures, and can serve word
alignment better. Translation rules were extracted based on aligned phrases and English phrase trees. CYK+, an
improved CYK algorithm, as adopted as the decoder to decode non-Chomsky trandation rules;
Two-round-decoding algorithm was proposed to integrate the language model during decoding. The experiment
results showed the BLEU score of improved HMM was higher than the score of HMM, so it follows that the
translation system based on trandation rules has more stable trand ation effect on different data collection.

Keywords: statistical machine translation, improved Hiddenrlikéa Model; translation rules, CYK+ algorithm,
BLEU score

INTRODUCTION

Machine translation is to translate one naturagjleage into another by computers. It can be vievged decision
problem from the perspective of artificial inteligce, that is, every sentence of source languageanslated
according to translation knowledge[1]. Today, maehiranslation is still one of the most difficualsion problems
because of the complexity of natural language.goprocessing of natural language itself is quitmmplicated
guestion. It is even more difficult for machinettanslate because the computer will process twoae languages
at the same time. As is known to all, many langsag@ve great differences in grammar rules and egjmes.

While people translate one language into anothes; tisually consider the grammar, semantics, antexts of the
language. Similarly, linguistic knowledge that miaehtranslation uses can also be divided into déffe levels,

which is showed in machine translation pyramid (8garel), which reveals the complete process othire

translation through the machine system.

Statistical machine translation was proposed bgrPet Brown et al in 1990[2-3], which has been aregearch
topic in machine translation field today[4-5]. Tonse extent, statistical machine translation iseébthe translation
by calculation while adding probability to rules examples rather than by direct judgment. This papedies

statistical machine translation based on transiatites which mainly involve phrase-based modek fésearch in
this paper will be important for people to undemsttéhe feature of statistical machine translatienduse it tempts
to explore some new ways on the basis of tradititnamslation method, whose result can be direafiplied in

machine translation practice, so its applicatiolu@and practical significance are very clear.
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Figurel: Machinetranslation pyramid

ITERATURE REVIEW ON STATISTICAL MACHINE TRANSLATION

2.1 Theorigin of statistical machinetranslation

Statistical machine translation is also called dhlitaen translation in which leaning technologyaistomatically
introduced. While the traditional rule-based maehinanslation uses rules to express translationwlauge,

statistical machine translation does so with so§@ebodel parameters. In 1949, W. Weaver suggesbisdstatistical
method and information theory should be used tdystmachine translation[6].In his memorandum hel,sdi

have a text in front of me which is written in Riassbut | am going to pretend that it is reallytéamn in English and
that it has been coded in some strange symbolsl Adled to do is strip off the code in order torieste the
information contained in the text”. From his wordg can judge that it is W. Weaver who firstly potward the
idea of machine translation by decoding, which bezdhe origin of noise channel theory. But stat@timachine
translation were not wide attentive until some agsleers in the IBM T.J. Watson research center agmeith the
statistical machine translation based on sourcardiand successfully put it into translation picct

2.2. Framework of statistical machine trandlation

Framework of statistical machine translation inélsidranslation based on source channel, probabifisirallel
grammar, and maximum entropy models[7]. From thesgective of linguistic knowledge, the framewoak @lso
be classified into word-based, phrase-based, amdspased models.

Brown from the IBM T.J. Watson research centert fo@me up with the statistical machine translatiased on

source channel model (also called noisy channeleh(ek fig. 2). So such process of translatiodivgled into
three sub-problems such as modeling of languageehewt translation model and decoding. The framkvedr

translation based on source channel is showedimeB.
noisy — guess at
~~7word DECODER nriginal
word

SOURCE >\\'01‘([- =
Figure2: Noisy channel

NOISY CHANNEL

Decoding (translation }+

Source Noise channel~ Target
language+ language+

Figure 3: Source channel model for statistical machinetrandation
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2.3 Statistical trandation models

2.3.1Word-based statistical trand ation model

Based on word alignment, Brown et al (1993) bypltiutranslation models which were called IBM Modki5[8],
whose complexity increases in turn. These modetsved different plans in translation probabilityiazdation
when a source language sentence was turned iatget fanguage sentence.

Similar to IBM2, Vogel improved and put forward 2odels [9] one of which is HMM-based alignment model
Compared with IBM2, alignment from HMM is more snlo@nd better. It is word-based statistical tratish
that opens up the study of statistical machinestedion. It promotes the research on decoding, cisibe the
application of every general algorithm. In additidtralso can be used in phrase-based and syntedtkganslation
models.

2.3.2 Phrase-based statistical translation model
It can be divided into the word-based model, whegtracts phrase translation pairs based on waligihment,
and the non-word-based model, which extracts phraased on other information.

By systematically comparing IBM model with HMM mdd®ch realized word alignment Giza++[10]. Heidrdx

said that in Giza++, word alignment and sentenngctre have more possibility to conflict, and Emmount of
wrong word alignment exists [11]. Och et al adopaignment template technology to solve the probtdndata
sparseness[12] and used maximum entropy model tegrate various language characteristics and titatis
information into statistical machine translation[1Based on monotonous phrase model, Koehn camwitlp
phrase translation model based on word alignmefitf]4 This model also uses linear logarithmic maaebe its
framework, and has become the baseline of comparatals in today’s statistical machine translatidl-Onaizan
used word alignment and BLEU score to measureithigasity of word orders between the two languadé$] He

defined the outbound distortion, inbound distortaod pairwise distortion.

2.3.3 Syntax-based statistical transation model
The study of this model can be traced back to kivarTransduction Grammar (ITG). It was firstly pi@d out by
Wu Dekai[17-18], and then was applied to const@iinese-English translation system.

Yamada et al came up with syntax-based statidtigatlation model[19]. Different from the aboveedir translation
model, this one is in fact a tree-to-string modelwhich the input of the source channel is a syiitee, and the
output is a sentence. Yamada and Knight put forilaedree-to-string translation model based onasyitt the true
sense[20].

Chiang put forward the Hierarchical Phrase-basedéyf@l1]which can process discontinuous phrasess frudel
borrowed the structure of formal grammar and us¥l Gyntactic parser of beam search. Chiang realczedplete
compatibility of bilingual phrases in 2005. Recgnyntax-based translation research has furtherawement,
mainly including directly introduction of the symtanformation in phrase approach and extractipdrases
according to syntax structure.

2.4 Model training and decoding algorithm research

Liang came up with a judgment leaning method basedsensors, whose advantage was it could process
characteristic set in a large scale and be usedéry phase of decoding[22]. Tillman raised a dlaliscrimination
learning approach which regarded decoding as alsatkand could be used in any decoding algorithin[2Baser
brought forward the semi-supervised learning apgrea which aimed at IBM 4. Its core was EMD aldorif24].
Decoding algorithm is one of the important partsiatistical translation. The function of decoduigectly affects

the quality and effectiveness of the translation.

From the above analysis, we know that the tramsiagiffect of word-based model is not so well asapbfbased
model because purely word-based translation modehat make full use of the contexts. So it is with
syntax-based translation model without introdudimg phrase template. Nowadays it is still phrassetianodel that
gains the highest scores in evaluating which isntianstream method in statistical machine trarmfatiecause of
its simple and good translation quality.
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Still, the quality of phrase alignment depends asrdvalignment. IBM 1 to IBM5 and HMM may lead thet
conflict between word alignment and syntactic caists. In this paper, the distance of phrase stradree is used
to overcome the conflict based on HMM to improve thord alignment quality. String-tree model hastrang
ability to process syntactic feature, but a wealkitplio deal with lexical feature; phrase modeldahnierarchical
phrase model have a strong ability to process &xX@ature, but a weak ability to process syntagiture. Based
on hierarchical phrase model, this paper extragsstation rules by using phrase structure treghef target
language, making full use of lexical feature andtagtic feature. CYK algorithm cannot decode beedrtenslation
rules may be non-Chomsky. This paper adopts CYHKe ifhproved CYK algorithm) as decoding.

PROCESS OF STATISTICAL MACHINE TRANSLATION SYSTEM

3.1 Preprocessing

It mainly includes the automatic words segmentatibiChinese sentences, case conversion of Engtistersces,
filtering of long bilingual sentences (Chinese d&mylish). The adopted software of automatic woetgngentation
is Stanford segmentation tool in 2008 version, Hrel part-of-speech tagging set used here is Beljinyersity
version.

3.2 Word alignment
Word alignment is adopted on the basis of GIZA+# anproved HMM model whose input is Bilingual paeal
corpora and output is the Viterbi alignment of Bnigual sentence pair. GIZA++ algorithm will follothe training
sequence in the experiment done by Och. Thatri, dses IBM model 1 and 2 to have training, theesuHMM
and IBM model 4.

3.3 Alignment phrase extraction

The extended word alignment result is used to ladigeament phrase extraction, whose input is thgnatient result
of bilingual and two-way words and the output is tlsts of phrase inter-translation and the sea phrase in a
sentence. Moses system?2 is used here to aligngsi2ag.

3.4 Trandation rules extraction

The input is the phrase alignment list, and thepwuts translation rules with syntactic tags and thsponding
characteristic function value. The parser is Stahf@arser in version 2007, and the tagging seeimRree-bank
tagging set.

3.5 Trandation rulesfiltering
Translation rules are filtered according to coristreondition so as to accelerate the decodingge®cThe input is
translation rules and testing set, and the outptité translation rules that only aim at the tgsset.

3.6 Minimum error rate training

Chinese-English reference set is used to adjusivéight of every characteristic function in tranisla models so as
to have maximum entropy model training. The minimerror rate training adopts the algorithm studigdCzh.
The input of this module is the reference set, lirguage model in English, the translation rule sed the
decoder’s first K-Best translation result list. Tingtput is the weight of every characteristic fimrct

3.7 Decoding

CYK+ is adopted as decoding algorithm, and mearevhivo-round decoding algorithm is used to integrate
language model in the course of decoding. The imbuhis model is Chinese sentences for translatio the
output is 1-best or K-best English translationsttase Chinese sentences. The language model tedlinsthe
following experiment is Srilm version 1.5.5[26]. &ddition, Web-1TB trigram language corpora (LDC fiee) is
used.

3.8 Automatic evaluating

The automatic evaluating tool of machine transtatised here is mt-evaluationl.1 version of NIST@ aBLEU-4
meta-language model evaluation .
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IMPROVED HIDDEN MARKOV MODEL

Improved HMM can improve the alignment of basic HMMhich makes alignment probability connect to the
alignment between two source language stringsagpbns at the string distance and phrase strurkeaistance
between two alignment positions in the target laggustring formula.

cli-k) _,. iR

P{ ﬂ.i.| ﬂ.i.'l" I} = AIE{-=1|:::E—:¢:| ' Eg-d:i trmk)

1)

In (1), i=aj represents the alignment of the j seuanguage word and the i target language wordil&@ly, k= aj-1
means the alignment of the j-1 source language wort the k target language word. c(i- k) meanssthiag
distance of 2 target language words of the aligriroétwo source language words. The definition apération
of ¢(i-K) is similar to basic HMM. » , + A »=1. t(i, k) stands for the distance of the target languagelsvin the
phrase structure tree of target language. Therdistss based on the alignment of the two sourcguage words-1
andj. The denominators are all normalized factors.

TRANSLATION RULESEXTRACTION

5.1 Using alignment phrases to construct basic trandation rules

The basic translation rules consist of syntacticker®, source language word strings, and targejulage word
strings. For the alignment phrases we input, wecbethe syntactic markers of target language thabiresponding
to the alignment phrases. If successfully searcttiege markers, the alignment phrases can be eddade basic
translation rules. If there are no correspondingtastic markers on the target side of this alignhnghrase, the
following strategies can be used to seek extengetdstic markers for it.

Firstly, judge whether the target phrase corresparith two or more syntactic markers. If so, alhtctic markers
of sub-phrases can be merged as the syntactic rearkthis phrase.

Secondly, try to use C1/C2 marker to align phra€4$C2 is an incomplete syntactic component orridji side,
and its corresponding complete one is C1 whicharag be formed by combining C1/C2 with C2 on thght
side.

Thirdly, try to use C2\C1 marker to align phrage®\C1 is an incomplete syntactic component on éfteside, and
its complete syntactic component is C1 which cafobmed by combining C2 \ C1with C2 on the leftesid

5.2 Using basic trandation rulesto build combinational translation rules
Here we use derivation principle by Chiang[8] taamb the combinational translation rules.

N—fl---fm/el:--en 2)
M— fi---fulej--ev 3)

Two basic translation rules are showed in (2) &)d (If i=1,usm, j=1, v<<n, and the 4 equations do not equal
at the same time, then the combinational tramslatules can be deduced by (2) and (3)>fll ---fi-1 M k
fu+l ---fm/el--ej-1 Mk ev+1 ---en..

A rectangle can be defined by using the initialifp@s and ending position of source language angetaanguage,
indicating the span of bilingual strings in thenskation rules.

CYK+ALGORITHM

6.1 CYK and CYK+

Chiang’s hierarchical phrase model uses the CYKkKEotounger-Kasami)-based decoder. CYK algorithm
demands that rewriting rules belong to Chomsky roblet the translation rules produced in this pagen’t
completely belong to Chomsky model. The generaltsmi is to convert translation rules into Chomskgdel, but
this conversion will lead to the increasing numbkenonterminal characters in translation rule s8tsch increasing
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amount of nonterminal characters has seriouslydaytn the computing speed of the decoder. To sdh® t
problem, we use CYK+, the improved CYK algorithm.

Based on CYK algorithm, CYK+ builds the present tslimensional matrix Chart [i][j] and make them caintthe
non-terminal character’s collections of all thegdwes that are likely formed. Meanwhile, we als&en@hart [i][j]
contain all the incomplete hypothesis(dotted rideyording to Earley algorithm. This improvement caake
CYK+ algorithm process non-Chomsky translation sulehe data structure of CYK+ algorithm is two-dimsi@nal
matrix {Chart [i][j]}. Without considering the langage model, we suppose the input string of the akcis W,
every Chart [i] [j] in the Chart corresponds to thenterminal character’s collections of all the gibly formed
phrases in some span of the input sentence aracalnplete hypothesis, in whidhindicates the position of first
word on the left of the span/ indicates the number of the words contained irsfien.

6.1.1 The process of initialization
As for all the position and sparj that are input in the source language, if thedaion rule X —wi---wi+j-1
exists in the source language, then add X toitkelist of Chart [i] [j].

6.1.2 The process of matching
For the given Chatrt [i] [j], carry out the followgrtwo operations:

Firstly, for all possible Chart[i][k] and Chart [kj- k], if an incomplete hypothesisexists in Chart[i][k] and a
complete hypothesis3 in Chart [i+K][j-K], together witht & B satisfying the translation rulés—a B v, if v is
empty, then add nonterminal character A to the fiss of Chart [i] [j]; if y is not empty, add nonterminal characters
afin the second list of Chart [i] [j]. Secondly, F@hart [i][j], for each nonterminal character in tiivst list, if A —

B v exists and y is empty, then add nonterminal charaétéen the first list of Chart [i] [j]; if v is not empty, add
nonterminal charactérin the second list of Chart [i] [j]. Thirdly, Repeatep (2), until Chart[1][n] is finished
structuring.

We can dynamically program algorithm to build tH®owee two-dimensional matrix Chart in the time of ltiple
items.

CYK+ and CYK have the identical time complexity: rf)(, n is the sentence length. CYK+ can process
non-Chomsky translation rules, but CYK algorithnm'ta

TWO-ROUND DECODING ALGORITHM

In the decoding algorithm, the state of every higpsis in the course of decoding does not considestate of the
target language model corresponding to the curgpbthesis. The reason is that the condition ofivadgence
hypothesis on which CYK+ algorithm depends is falader the premise of considering the language mésien
though the source language string of the 2 hypethaad the syntactic markers of the target langaegeonsistent,
the two hypotheses that correspond to the targgukege model can be possibly inconsistent, sodbre ©f the two
hypotheses cannot be calculated. Though we camlatcwithout introducing language model, targetglaage
model plays the very important role in improvingrtslation quality. So the integration of languagedei is a
critical question for the decoder to solve in stital machine translation based on syntax.

In this paper, two-round algorithm is used. In finst round, we add the approximate language madees that
can be quickly calculated so as to quickly makeéwp dorresponding Chart list and find the approxengptimal

K-Best translation result; In the second round, resxersely search this chart list according to KtBeanslation
result in the first round. The considerations atls algorithm are that in the first round we caringthe

approximately correct derivation sequence of K-Bested on translation rules and the approximatgtdanguage
model. We find that mistakes in the translatiorultemainly appear in the target language modeinghe second
round algorithm, the revision is done based orlahguage model score, and the final result shoeldimmilar to the
result that completely uses target language madkble course of decoding.

EXPERIMENT AND RESULT ANALYSIS
The experiment adopts the bilingual parallel tragnicorpora. The whole training set includes 500,p@éallel

bilingual sentence pairsin which the average length of Chinese sententb.i31 and the average length of English
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sentence is 13.84. The testing corpora used taletécthe BLEU score is another specially prep&@@ sentence
pairs of Chinese-English translation; On the otieard, the testing corpora used to calculate wagthmlent quality
is 500 sentence pairs of Chinese- English tramslatihich is the alignment result of manually taggextds.

The main translation reference system here is pHrased translation system Moses by Kohen and @kian
hierarchical phrase-based translation system.

8.1 Theword alignment quality of improved HMM

In the experiment, two kinds of word alignment mieduare adopted, one is Giza++ , which realizesatigmment

of IBM model 4 and basic HMM; the other is improvie®iM word alignment module, which has the same inpu
and output format as Giza++ module. The inputlisdpiial parallel corpora, the output is the two-vegtimal word
alignment result with Giza++ format. Table 1 sha¥ws effects of the 3 word alignment results onttheaslation
system. From table 1, we can see that BLEU scobmasit HMM is higher than that of IBM model 4 imitting set
and testing set, which means that the word alignrgeality of basic HMM is higher than that of IBMadel 4.
BLEU score of improved HMM is higher than that &M model 4 and basic HMM(the score can be incredged
about 0.5-1 points ), which means that the worgnatient quality of improved HMM is higher than IBMoxel 4
and basic HMM.

Tablel: Effects of 3word alignment modelson trandation system

BLEU score Training sef  Testing set megn
1 | IBM model 4 26.05 25.62 25.84
2 | Basic HMM 26.44 25.89 26.17
3 | Improved HMN 26.9- 26.52 26.7%

8.2 Effectsof trandation ruleson statistical machine trandation

The first aim of translation rules is to tackle tjiebal phrase sorting, while phrase models cag salve the local
sorting. Table 2 shows the comparison of machiaestation quality based on phrase model, hieraatiphrase
model and translation rules. As far as phrase-basetlation mode is concerned, its greatest lenfthhrase
sorting is 12(reo=12). The instruments of this ekpent include the whole tri-meta model in Web1 fdahe
language models in the training corpora. From fbhee can see that BLEU score of hierarchical phrasdel is
higher than that of phrase model in training sestihg set and in means, which illustrates that rtaechine
translation quality of hierarchical phrase modelhigher than that of phrase model. BLEU score ofroned
hierarchical phrase model is higher than that ahgé model and hierarchical phrase model in trgisit, testing
set, and in means, which shows that the machimsl&ton quality of the improved hierarchical plranodel is
higher than that of phrase model or hierarchicahgé model.

Table2: Blue score comparison among 3 models

BLEU score Training sgt  Testing get mean
1 | Phrase model (reo=12) 26.39 25.96| 26.18
2 | Hierarchical phrase model 26.78 26.13 26.46
3 | improved hierarchical phrase mc 26.92 26.52 26.7%

8.3 BLEU effects of two-round decoding algorithm on the improved hierarchical phrase model

Table 3 shows the comparison of BLEU score betwadsic pruning algorithm and the two-round decoding
algorithm. As for the improved hierarchical phrasedel, BLEU score of cubic pruning algorithm pagkdithat of
two-round decoding algorithm, which shows that ttemslation quality of the two algorithms is simjléut the
decoding speed of two-round algorithm is fastentbiabic pruning.

Table3: Comparison of thetwo algorithms

BLEU score Reference s | Testing s¢ mear
1 | Cubic pruning algotiim 26.92 26.52 26.72
2 | Two-round decodinglgorithm 26.89 26.51 26.70
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CONCLUSION

This paper realizes a more complete statistical hinactranslation system by integrating the advasgagf
string-tree model and hierarchical phrase modeh. thé practice we find that word alignment resuldl @yntactic
constraint conflict have influenced the qualitytcfnslation rules and the property of translatigstam. So firstly
this paper uses HMM which is based on phrase sireidtee distance in word alignment because iteftactively
reduce the conflict between word alignment resultl &yntactic constraint so as to improve the piypef
syntax-based translation system. Secondly, thiempagproduces the hierarchical phrase model baseghrase
structure tree, which is using the thought of gtiree model to improve Chiang’s hierarchical perasdel. Based
on the bilingual alignment phrase, this paper extrthe translation rules by integrating Englishagle structure tree,
and puts forward the heuristic rules to get therowpd syntactic markers of the translation rulesm@ared with
hierarchical phrase model, this improved model hrewse stable property in different data set and betser
evaluation results. In addition, the paper provides only CYK+ algorithm that can process the ndre@sky
translation rules in the course of decoding, bsd &lvo-round algorithm to integrate language motieé algorithm
has the similar decoding quality as cubic prunitggpithm, but the former has a faster decoding dped.ast but
not least, the proposals given in this paper cambee effective in obtaining translation knowledgel improving
translation quality by machine, which will be vemglpful for machine translation research and wilhgp many
conveniences for people.
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