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ABSTRACT

The self-similarity of complex has extensive pcattbackground in real world. It is similar to tighenomena of
social relationships: “things of one kind come tdwg, birds of a feather flock together”. Hence, preposed the
self-similarity network evolving model based onmilatites similarity between the nodes. In networkheaode has
the attribute value, by this computing similaritgtlveen the nodes. If two nodes similar attributés fim certain
sector, then established the connection betweersothe simulations make clear that the degreeildligion of
the self-similarity network similar to the small-b networks. The clustering and the average paththe
self-similarity network are smaller than BA modatlaare bigger than small world. Similar network rebis a new
characteristic of complex network except the BA eranad the small world mode. Similar network gathgsimilar
network groups, and the information transferredoyly in similar network group.
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INTRODUCTION

In the last few years, complex networks study hheeome a focus of attention[1-7], which has exiensi
application on engineering technology, society analicine[8]. Previous studies have primarily focusa finding
various statistical properties of real networkschsuas small world property[9,10,11], power law aegr
distribution[8], community structure[10,12,13] ahirarchical structure[14]. Many network models &proposed
based on these characteristic, such as small wanddel[15], BA[11]] and the BA extend
model[16,17,18,19,20].While the small-world andledeee network models capture the basic properiigs the
results that simplify the real world networks. dtriecessary to further study the characters of mpetworks
which are more consistent with real world. In realrld there has many network which nodes have ssiméar.
For example, friend finder network makes friendaebjective, and commercial network that has soaremercial
nature. In making friends network, personal as s@i® the relationship between personal as edgéseBn nodes
each other has some common traits, namely the asityjl between the node will only has interactittence,
self-similarity of complex networks attracts theearchers interested gradually [21,22,23,24].

Chaoming Song advanced the self-similarity of cawrphetworks, it used different edges of box covettesl

network, which obey the power law[25]. Although posed the complex network has self-similarity, theyen't

revealed the microscopic evolved characteristisvbeh the node and how to establish the connedtlneover,

we also raise the question that does similar nétwerlly obeys the power law distribution and Has BA nature?
On further study we proposed the self-similarityoept of network is based on the similar charastierbetween
nodes which is forms by the node internal attribmieroscopic interaction characteristic. Each nbds certain
attributes, which constituted set. Between nod@dlai degree is a similarity, but the similarityoitbed by the node
attribute collection. If two nodes attribute sinnitg falls in certain sector, then these two noHase the similarity,
established the connection and formed the simiaracteristic of complex network. On the other hahd node in
transmit message's process, does not have the whptetance, but is effective to each sub-netwé@&ch node
belonging to different sub-networks, and various-satwork is similar or common nature of the nodlesse nodes
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to link itself with a certain degree of similaritfherefore, sub-networks also have self-similaratizristics. We
handle the set of sub-network as a group, therefe-similar network composed of sub-networks Wwnoas
self-similar network group. Self-similar networkogip information transmitted will faster.

THEATTRIBUTES SIMILARITY

First we make the simple introduction to the netnattribute collection. The attribute and the atite set in fuzzy
theory have made the elaboration[26]. Here, wethiced the node attribute value and attribute sdteonode in
network detailed.

A. Preliminaries
Each node in networks has certain attributes. Tiibates value of nodes can be described by twotfans, which
are true function and false function. The true faisk functions associate a real number in theniatg0, 1]. All of

the set of attributes make up of attributes setv|.e be a node, with a attribut€, €is characterized by a true
tp and a falsefp . tp (e) is a lower bound on the grade & derived from the evidence fo€, and fp (e)

is a lower bound on the negation & derived from the evidence again&t. tp (e) and fp (e) both associate

a real number in the interval [0,1] with each natteibutes of Vp where tp + fp <1.

B. TheSingle Attribute Matching of Nodes
The computation of node attribute value is as fedio

(1)Supposee, = [tep ,1- fep} is an attribute of nodev, , tep D[O,]] , fep D[O,]] ,and tep + fep <1, then

the value of €, denoted by the function:

C(ep) =t - fep.
c(e,)0[-1.1.
(2)Suppose €, =[tep,1— fep] .8 =[tep,1— fep} is an attributes of nodev,,V, respectively, the

similar-degree of the pair oep, & can be calculated by the functioB:

(s %)=1—(t% ) +2(fep— f)

We can get the theorem as following

Theorem 1 S(q), g)D[O,]].
Theorem 2 S(%, g): P‘Q [ 9

C. Multi-attributes M atching of Nodes
The nodes Vp andVq in network, the nodﬂ‘p has the attributes witHMm, and the nodm‘q also has the

attributes witim.
Vo = (€ 821 6.
v, :(eql, €1 e %m)

If the attributesap, & denoted as true and false, then the attributesf see nodesvp,vq can shown as:

If the attribute elememep, & can be denoted by true value and false valueatthibutes set of the nodeesp,vq
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denoted by

(e l-feh el -ta-{ (- (@
v =Ht (g1 - fehl t{ef - t &) (gL - (a

So, the similar-degree of node§and V, can be calculated by the functionT .

T(yw) = gyl 8) o o)

1- (tepi L, )2 +( fo ~ e )2
2

Els

-

Obviously, more biggerT (Vp, Vq) value, and more similar between the n\zgevq.

SELF-SIMILARITY NETWORK

A. TheNode Information Transfer

From above we know that the creating arithmeticseff-similarity network can be given according toet
similar-degree between nodes. First each node cauira its information and have some mutual effestsoong
nodes and can pass information to each other.elfitformation is the same or similarity, then thedes are
connected and they are of one kind. Especially,enmauch similar between nodes, more easily haves.liflor
example, people affiliate with somebody in the stgialways find someone whether has the same hiitiself,

such as character, favor and opinions about thifiggomeone has enough character with himself, they will

keep contact more usual. People always like affiliwith the one who has similarity with himselfal aspects,
which is domino effect. It can be captured as fofion networks:

1) The nodevp =(ep1' SPTI %m) perceives and gets the information of it. Suppogiethas M features

(epl,epZ""' q,m), and nodevp pass the information to the nodes which aroundf the information passed by
nodes has the similarity, then the nodes are coedec

2) The new nodesv, = (€, €,,-.-, §,) occur to networks evely time, the new nodes and old nodes pass the

information to another, if the new nodes have timeilarity information with any old nodes in netwarkhen
connection is created.

3) If the attribute€,, €,,,..., §,) of nodev, and attributes(e, €,,,..., &) of V, have the similarity

information then denotes asii [1{1, 2,...,m}, €, [ &, andthee, = [tep. - f%i } € = [teq. - f‘ai J

4) The probability that nodevp connects witth depends on similar degrees, the linking probabilg
following:

(tep _t%)2+(f% _fs)z

2

1-

=2 ®

To simple, the connection probability equationgtpressed by .

From above we can known, more close to 1Tt}66¥p, Vq)value, more similar the nodta!g, V- Hence, we assume

that the connection probabilipD[O],]] , the new nodes and the old are connected.

188



Shaohua Tao et al J. Chem. Pharm. Res., 2014, 6(5):186-197

B. TheNode Clustering Transfer Infor mation
The old nodes link the new nodes according to éguafl), whichformed the node clusteriV,,V,,..\/,

i0{,2,...N}, then V, ={V, \V,..., V} .V, ={V, V..., V} ... V,={V, V,...,¥}. The node clustering
also can transfer information each ottthe node clustering\/i 1041, 2,...,N }ransfer the information to tf

vicinity nodes clustering;, j [{1,2,...,N }, if both of attributes value are similar then faadink. Multi-node

clustering connection constitutes the -similarity of local network. If the node added domtlly, and the nod
clustering also added continually which formed vemulti-local network, and finally formed the netwc

similarity, shown as Fig.1.
/? Q
O\O Oi}e C{_O\

a. Thenode clustering

s W

b. Thelocal saf-similarity network

Fig.1 The node clustering and the local self-similar network
C. Network Evolving
We used the pajek tool to draw the different simiatwork, the node number and the connection prititya

respectively ardN = 200,p= 0.468 N =500,p= 0.8 N =500,p= 0.768 N =1000,p= 0.8 shown
as Fig.2.

(b) n=500 p=0.8
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(d) n=1000 p=0.8

Fig.2 Network Evolving
Obviously from Figure 2, when the connects simylgorobability is small, the network will have margge
connects. Considered real network similar connactice have established the valve value to the aimibnnectior
probability. When S( &, g) >0.85, two nodes has edge, therefore, we simulatedasiconnection probability
shown as Fig.4. Between the node connection prbtyaikilocated between[0.85,.

SIMULATION AND ANALYSIS
A. Measuresof Self-similarity
Network is dynamically growing in real world. To emure se-similarity of scalefree networks, take the growit

network as an example to calcule D_at different stag&8!. The networks at steps are: initialization of I
netwaks, growth of local networks and finally generatedworks.

Step 1: Cover the network with squares whose edge leng r , calculate how many sub networks are conta
in selfsimilarity network groups, then register ther Nr ( F) .

Step 2. Decrease edge length and again calculate how samyetworks are contained in «similarity network
groups, then register themlhh( I’) and so on.

Step 3: Calculate the registeredN (r) of various I .

Volume-dimensionD,. D,,. D, and D_, were calculated respectively at different stagé® fietwork ha

self-similarity property if D,. D, . D, and D_ have the same or nearly the same vali

c

As sane examples, we use the networks with number désan =100, n=500,n=1000,n =1500,

respectively. The network o =100 is a small local network, then add nodesne=500 and n=1000, we
get large local networks. The networks continugitpw unti N =1500. The box counting is used to measi
N (r) of various 1 in local networks. The simulation result is shoverFég.3
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r

(2) 100 nodes

10° 10 10°

(2) 500 nodes

.
10 1 0y

(3) 1000 nodes

10 1‘0' 1w
(4) 1500 nodes

Fig.3 Similarity between different local networks

o | logN(r)
Linear fit the generated data tB), =lim

the function line is the volume-dimensidd, . D, =1.56 whenn=100; D, =2.98 whenn=500;
D, =2.85D_ =2.85 when n=1000; and D_, =2.41D_, =2.41 when n=1500. The serial values of

using the least square method and the resultoyge sbf
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D.,, Ds; and D_, reveal that the growing complex networks indeedehaelf-similarity in real world.

However, there exists a deviation thmCl =1.56 whenn =100. This even reveals that self-similarity is more

obvious during growth of the networks. Moreoveran be shown that the power-law distribution (Si&g3) is in
accordance with the property of scale-free networks

Obviously, power-law is not always the results méfprential connection. The simulation and analisigrocessed
under the network growth continual, which is alsoaadance with the real networks that continuattyvgh.

B. Degree Distribution
According to above, we assume the connection pitityap [1[0.7,1), namely when the connection probability is

bigger than 0.7, then two nodes only have the emaumilarity and establish the connection. To semplere the SN
represents the self-similar network. The topolofithe SN is simulated by Pajek and the degreeiligion is
calculated. From figure 2 can seen that the dedjstgbution of the SN network is similar to the ahworld. The
curve has a peak value, and the value nearby dmvigieak is very quickly weakened. However, thereeg
distribution of the BA is the power-law, shown ag.&.

% e memil=1
4 \ memi=3 ||
-+ memml=5
== meml=T

pik)
I

o

3 L L L L L L L L
05 1 15 2 25 3 35 4 45 5 &5
k

FIG.4: The degreedistribution of the SN network and the BA network. The total number of nodeis5000. The horizontal isthe number of
node, and the vertical is P(K) . Figure (a) shows the degree distribution of the SN, and the cur ves show the degree distribution at

p= 0.7, p= 0.75, p= 0.768 p= 0.8, p= 0.825, separatdly. Figure (b) shows the degree distribution of the BA. The
initial valuesarem, =0.1,m, =0.3,m, = 0.5, M, = 0.7, separately

C. The Clustering and Average Path

We compared the clustering and the average patftHeaf the SN with the BA network. From the figleve can
known that the clustering of the SN is between4®@,d.0505], and to the same size of network thsteting of the
BA is between [0.01, 0.03]. So the clustering & 8N is higher than the BA. To the same size oftitevork the
average path length of the SN is between [2.72844], and the average path length of the BA ia/ben [2.998
3.765]. We can see that the average path lengtineoSN is shorter than the BA. From this may obtaeénetwork
which forms based on certain similarity to be eatiegather, therefore, the average path lengthefSN network
is shorter than the BA network, shown as Fig.5.
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FIG.5: the clustering and the average length path of the SN and the BA. Figure (a) showsthe clustering of the SN network and the BA
network. The horizontal isthe total number of node N , and the vertical isthe clustering C . Purple (o) isthe SN network, and green (o)
isthe BA network. Figure (b) showsthe average path length of the SN network and the BA network. The horizontal isthe total number
of node N , and thevertical isthe clustering L . Red (o) isthe SN network, and the blue () isthe BA

D. The Robust

The network behavior and nature has the closetiarlwith the network structure. If the network wasnoved the
few nodes, and the major node was still connectioen we said that the network has the robustngamst the

node breakdown. The paper considers the two kindoafe removing method. First, the random fault, elgm
removes the node completely random. Second, at@delserately, namely consciously removes the rtbdé has
the major link with the other nodes. Suppose tlapgrtion which the number of node was removed coethto

the total number of node in network whs We can measure the network robustness by usingizk of the biggest

connected sub grapl$and using the relations of the average path lerlgtand f . The research discovered that

the SN network and BA have the obviously differetweandom and deliberately breakdown. Regardiegandom
fault, the SN network and the BA may maintain tlasib connectivity. But the SN network to randomltféias the
good robustness compared to the BA network. Thgdsigconnection sub graph of the SN network andBihe
drops zero whenf is relatively high; and the growth of the averagghplength of the SN is lower than the BA,

figure 3. To deliberate attack, the SN network thesrobustness similarly, Attack the node that thesmajor link
with other node, the biggest connected sub grapldsive size still maintained certain proportitime network still
maintains the normal operation. But the BA netwarlattacks deliberately is quite frafittacked the nodes which
have the major links in network, then the BA networay divided into many isolate sub graph, Fig.) 6gtremoved
the few nodes have the highest degree in SN andéBworks. This is mainly because between the Sk ethe
similar connection, no has hubs nodes in netwbokdeliberately attack, the average path lengtrvtir of the SN is
similar slower than the BA network. The paper psazbthe self-similar model which is based on thalar values
link between node, compared to the preference atiomeof the BA which enhanced the robustness idaen fault
and malice attack.
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FIG.6: therobustness and thefrail of the SN and BA. The horizontal is f , thevertical isS. Figure (a) showsthe relationship between S

and T torandom attack. Red (o) isthe SN network, and the blue (o) isthe BA network. Figure (b) shows therelationship between S

and T of the SN and the BA to deliberately attack. Red (o) showsthe SN network, and the black (<) showsthe BA network. Figure (c)

shows the relationship between | and f torandom attack. The horizontal is f , thevertical isl . Red (Q) isthe SN network, and the

blue (<) isthe BA network. Figure (d) shows therelationship between | and f to deliberately attack. Red ({)isthe SN network, and
the blue (o) isthe BA network
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PROPERTITIESOF SIMILARITY NETWORKS GROUP
A. Thepropertiesof Local Network

N;, N,,...,N are the subgroup of similar network group, thusdigeussedG changed to theN,, N,,...,N ,
therefore transforms the child network into theresponding same step Toeplitz square formation.

The nature 1 matrix has the interchangeability, elgirto random N, L1 G has

N,N, = N, N,
Forexamele, _
1000 10 0 O]
2100 210 0
Nl = N2 =
3200 0210/
1211 1021
(10 0 O]
4100
NN, =N,N={7 210
6431
The nature 2 matrix existence unit element, nareegny N. 0G, N, E=EN= N
For example,
10 0 O]
2100
N, =
3200
1211]
10 0 O]
0100
E =
0010 |
000 1
10 0 O]
2100
ME=EN=N=13200
1211

The nature 3 elements ilN, are the inverse element, namely to Bhy1 G , exists N0 G,

Ni_lNi =N N_lz E

And, its inverse matrix was still the Toeplitz niatr
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B. Union Set and Intersection of Similar Network Group
The network groups have the sub-netwolNy, N, ..., N, suppose the set of sub-netwof¥, is the closed subset

of R, mapping S: N, — N called the compress on the network. If to qILVj on N , has a numberC,
satisfied 0 < C <1, then has the following theorem:

Theorem 1: supposeéN,, ..., N, is compress mapping dv, [] R, have

Kﬂw—ﬂﬂﬁﬁwﬁLHWWWNv

, to eachi, G, <1, then only exists invariable compact subsBt to the N, , satisfied

s=|Jn
i=1

From theorem 4 may see the whole network is cartstitby union of set of the sub-network, shownigsrF

Fig.7 Union set

These union of set do not have the intersectibhjs surely all does not connect. But in the realiéywork has the
connectivity, therefore, the set of sub-networH afi$o satisfy the following condition:

Theorem 2 suppose N,,...,N, is compact mapping onN, O R", |S(v)- $( }/) E cliv v,

(VV

iV

M :U (Ni N ij,iij

)D N, toeachi, C <1, existing intersection seM , satisfy:

i=1,j=1 i=1j=1

Namely has non-empty intersection of set

n
M, =N, [] N,
i=1,j=1
Existence like this some set of network,
M, =N,IN,#0, M,=N,N;#0,, ....., My =N NN,_, #0,. Certainly also has the possibility
to have intersection of set is 0, causeM;=N,N;=0, M;=N;NN,=0, ...,
My =N NN, =0,shown as Fig.8.

N;, N,, N, intersection with N, separately, then forms the node set of intersecteworkM ,, M ,,M ..

Fig.8 I ntersection set
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The network has the similarity will cause in thewark the information transmission to be quickee, will use the
network the average shortest path to indicatertfogrnation transfer.

CONCLUSION

The attributes value, single property matching attdbutes matching between nodes in networks aseribed in
detail; and more big attributes value of nodes,argmilar of nodes. The node could transfer infdioma if the
similar-degree values fall into certain sector, tiwe nodes linked each other. The self-similarigtwork model
based on information transfer is given and thetergarithmetic of this model is also captured. HBedf-similarity
network is accord with the real networks which ha&eene intention, and the degree distribution simitathe
small-world, and the clustering and the averagé pa¢ different from the BA model and small worlddesl. But
the short of this model is lack further demonstratstudy
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