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ABSTRACT

In order to improve the voice quality of network English teaching system, the paper operated the study on the
improvement of the characteristic parameter of MFCC and LSP, which reduced noise, optimized the voice quality
and improved the accuracy of voice judgment in some extent. How to improve the quality of voice identification is
the key to optimize the voice quality of network English teaching system. The study first analyzed the key factors of
improving voice quality from the following three aspects, which are the preprocessing of voice signal, the extraction
of parameters of voice characteristics and the measurement of similarity. And then took the parameters of voice
characterigtics as the entry point and finished the parameter extraction of voice characteristics by combining
MFCC and LSP. The experiment shows that such method not only restores the voice reality of speakers effectively,
but also reduces the misudgment rate of voice matching. The above functions of such method make it own some
research value.
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INTRODUCTION

Network English teaching is based on the moderarinétion technology, especially network technologhich

makes English learning develops for individual,imited in time and space (Dong, 2012). Such newnlag mode
can arouse the enthusiasm of teachers and stulldigtsespecially can train the self-learning alyilof students,
which can ensure the dominant role of studentagligh teaching. At the same time, the teachinchowbf network
English teaching system increases the learnin@iini¢ of students more distinctly (Zhao, 2011)orfira survey of
college students, 88 percent of college studeirk that the voice optimization of current netwdtkglish teaching
system is necessary (see Figure 1)
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Figure 1. the necessary of voice optimization of current network English teaching system
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The abilities of English listening, speaking, re@dand writing are the main function of network ksty teaching
system. Listen and repeat, test on oral Englishtasdon English listening all needs the guaranfeeigh quality
voice system, which is traditional English teach&ygtem cannot compared with. The listening andldpg system
is the core component of network English teachisiesn. In other words, voice system takes a vepoimant part
in network English teaching system.

Nowadays, network English teaching system has beogery popular in current English teaching. Mord amore

students are using the network English teachingesyso learn English by themselves. There shoulihtee systems
in the network teaching platform of college Engligihich are teaching/learning system, teachingfiegrresources
and teaching/learning management system. In tiee thig systems, the network English teaching systedhe major
system, which includes five sub-systems, that itirmedia coursework system, real time guidanceesys unreal
time discussion system, homework submission/managesystem and online test system. Such systeheimbst

common system used in college English teaching.nBteork classroom integrates the scattered res@and makes
utilization, which can provide platform for selfalming and build new English teaching method. Télé lsarning

mode of current network English teaching systembmaeeen in Figure 2.
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Figure 2 Thelearning mode of current networ k English teaching system

2 Thevoice system of network English teaching
2.1 The structure of the system of voice collection, processing and identification

The voice system of network English teaching madilyides into two parts, which are accepting systdmoice

and collection system of voice. The technology afegting system of voice is relatively mature, whian ensure
the high quality of accepting voice. However, teehnology of collection system of voice develogatreely slow

and the collection, identification, measurementsohilarity of voice is all the core components bk tvoice

optimization of network English teaching system.

Network English teaching speech acquisition and
processing recognition system
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Figure 3 the structure of voice collection, processing and identification system

After the entering through microphone, the voiognal first will be preprocessed, and then the nstwenglish
teaching system will extract the parameters of e@baracteristics, after that, the system will m#ies similarity
measurement of the voice signal and match themtiwéthmodule of database. Finally, the network Emgleaching
system will judge the level of similarity betweentering voice signal and the module of databaserdot to
marking system.
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The function of listening and reading in networkgkish teaching system is to match the read aftarevof learners
and the standard voice of database. By doing thés,network English teaching system can judge thieevof
learners. If the accuracy of the voice system tshigh enough, it will influence the quality oftés and read in a big
extent even it may cause misjudgment (Kang, 20@13l English test system has a very rigorous dentanabice
quality and marking system, which puts forward ghbr demand for the optimization of voice qualitgke English
pronunciation for instance, it is very close betwe®wel and some non-vowel alphabetic, which dermaralce
system to have an accurate identification and jueigm

2.2 voiceidentification

Voice identification has become an important reseanstrument of artificial intelligence and modkemtification.
Voice identification system mainly includes voicatering, extraction of characteristics parametensdel of
acoustical standard, database dictionaries, voiodela of grammar and identification programs (Wangl Liu,
2012). In addition to above factors, the environtakfactors of voice entering also should be cagrsid. Voice
identification system must own the technology teiskeenvironmental disorders in order to eliminat@ironmental
noises. At the same time, voice identification egsshould be supported by the input and outputfate technology
of voice. Thus, the technology of voice identifioatmust interact with various kinds of externalieologies. Only
by this, voice identification system can realizfithction smoothly.

Voice identification is one type of module idert#tion, which mainly includes the following threeodules,
preprocessing of voice signal, and extraction ae@haracteristics and measurement of similafiteording to the
different applications of practice, voice ident#imn system can be divided into special persontifieation and
non-special person identification, independent ematinuous words identification, small quantityg ljuantity and
unlimited quantity of words identification. Amongdse, network English teaching system mainly camsidhe
identification of non-special person, continuousdgoand unlimited words.

2.2.1 Voice preprocessing

Before analyzing and processing voice signals,evaentification system must make preprocessinghifem, which
mainly includes digitization, anti-aliasing filtgure-emphasis, framing and windowing, and endpdaté¢ction (Song
et al., 2012).

(1) Pre-emphasis

The main function of pre-emphasis is to compenaateemphasis the frequency spectrum with low digrés. This
is because that it is very difficult to speculategfiency spectrum with low ingredients. After congaing and
emphasizing, it is easier for seeking them. Theadtaristic of voice signals is that there are feingredients with
high frequency and most of them are belonged to flequency ingredients. It is very difficult to sp#ate the
frequency spectrum as most of them are belongémmdrequency ingredients. Thus, it is necessargriphasis the
ingredients with low frequency in order to specalltem and make analysis of frequency spectrum tieutk
parameters. In this study, the pre-emphasis ofevsignals is finished by improving the digital dilt of high
frequency through 6dB frequency.

(2) Windowing

Voice signal has the characteristic of short tstaionary. From long term, voice signal is noistatry, but in short
time, it is stationary. Considering such charasteriof voice signal, the whole non-stationary gssof voice signal
can be divided into several short time stationapcesses. In the short time stationary proceskes;haracteristics
parameters of can be analyzed. Such short timeegses are called frame. The above process is ¢el@ihg of
voice signal. The realization of framing is maithyough adding window function and the frame sikeags take
between 10 and 30ms. The process of framing cadedtime axis continuously. However, the commonhuoétof
framing is to make overlapping periods processimgugh sliding window. The advantage of such metisatiat it
kept the smooth transition among different frani@wadays, there are three kinds of windows thataieg used
frequently, which are rectangular window, Hammirigdew and Hanning window. The definitions are dbofes (N
indicates the length of windows),

Rectangular window

1,0sn<N-1
w(n)={ (1

O,n=€else

Hamming window

656



Zhu Zhimei J. Chem. Pharm. Res., 2014, 6(6):654-660

o) :{0.54— 046cosih N- D)On<N- (2)

On=ds

Hanning window
a(n):{O.E[l— cos(2n /K- 1)), &nsN-

On=d=

3

2.2.2 The extraction of voice characteristics parameters

The extraction of voice characteristics parametexr key procedure of voice identification proc8$® good or bad
of the parameters extracted directly influence gagformance of the identification system. After-precessing, it
can make extraction and analysis of characterigécameters for voice signal. The extractive pplecis to make
sure that the internal distance is as small asildessnd the between class distance is as big ssilpje. There are
many parameters that describe voice characteristich as average energy, zero-crossing rate,eneguspectrum,
resonance peak, cepstrum, linear prediction caeffis, PARCOR coefficients, track characteristigsice length,

pitch and tone. Voice identification system canadeopart parameters of voice characteristics t@exand optimize
according to practical demand and height of acqurac

2.2.3 The measurement of similarity

After the extraction of voice characteristics pagtens, the network English teaching system needsnpare the
parameters of characteristics and formwork of vaicarder to judge the similarity of them. Howevierreality it can
not compare the parameters of voice characteriatidsformwork directly. This is because voice sidras very big
randomness and in different time even the samepeygeak the same word with the same pronunciatican not
get the same length with before. Thus, in the coispa of formworks, it must consider the problentiofe flexible

process and reduce the influence of the changémef length for measurement as much as possibleder do

improve the rate of identification.

The commonest method is to consult the length efréference template and make the elongation aodesh
processing of the collected voice signal in ordekeéep the same with reference template to thetagteaxtent.
However, such method has a disadvantage, whicliffisult to justify correctly of the collected voécsignal and
reference template and this will further causelthe efficiency of identification. In order to solube problem, this
paper applied the dynamic time corrected methodiasflinear etiquette technology to finish the eldiagaand
shorten processing of time. The principle can lem $e figure 2.
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Figure4 DTW principle

Suppose the parameter of voice test has | frammwveand the reference model has J frame vectéir],lorder time

neat function) = w('), its function is to map the time axis i of voicector which was being tested to the time axis j
non-linearly. The distance of D is as follows,

D = min Y d[T (), R
= 4

657



Zhu Zhimei J. Chem. Pharm. Res., 2014, 6(6):654-660

In the above formula(,j[T(')’ R(a))] indicates the distance measurement between thaddi)R(j). T(i) indicates
the measurement vector of i frame. R(j) indicatesjtvector of the model. D indicates the distanemveen the voice
vector being tested and the vector of referencel@munder the condition of optimization time.

DTW is realized by applying the technology of DBtacessing. Data Processing is a kind of optingnagigorithm.
Its principle can be seen in figure 3.
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Figure 5 Diagram of DTW Path

The distance speculation of DTW is applied the gssaf inverse division, which gets the optimizagath from the
initial state (I, J) to final state (1, 1). Eachtst(l, J) has relevance with its adjacent statésJ-1), (I-1, J) and (I, J-
1). It makes time wrapping from adjacent statesrder to get optimization path.

3 Optimization of voice quality

3.1 combination of MFCC and difference parameter

There is some advantage of MFCC (Mel Frequency t€apSoefficients) in reflecting the characteristjgarameter
of hearing mechanism of human ears (Wang, 20123rdePan, 2011). The detail speculation processlyndivides
into the following four procedures.

(1) Determine the points of the voice order of efreime. The experimental frame length and frame enmant
applies 256 point and 120 point separately. And thake change of frequency spectrum to all frameads in order

to get the short time power spectrﬁnqk). The solving process is mainly based on the pelalietween power
spectrum and Fourier transform in order to get papectrum indirectly.

N-1
X, (k) =Y x,(me?™*", 0<sk<N -1
m=0

(5
R, (K) = X, (k)X (k) =1 X, (k) f ®
To formula (2), its magnitude of power becomesfttiewing after entering M filter,
K-1
P, =2 P(KH,(K)
k=0 P
Then formula (3) becomes the following part,
, 242 i77 .
ci) =,/— >_lgR, cos[(n+ 0.5)— ]j = 1, ZTMM —
N s M (8)
Then after speculating the parameter of MFCC andhtiag, formula (4) becomes the following part,
w :1+Msin(ﬂ),]si <M
2 M (9

Through experiment, it shows that the improved MFBugh cepstrum solves the problem of voice dyoam
identification commendably, which is original MFC&n not solve. Original MFCC showed good feature in
processing statistic characteristic of voice sightmwever, in practical noisy environment of voiceiginal MFCC
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becomes outshone comparing with the improved MF@E eepstrum. The application of improved MFCC wice
system will improve the performance of voice idécdition to great extent. Commonly, it applies thethod of
combination of improved MFCC with ceptrum and difiece parameter to train. The main computationahditas
are as follows,

1 S
d: ZJEm-j

" Zk: j2 j=-k
Vi (10

Inside,dn indicates the difference cepstrum parameter of/thiee signal of no n. K is a constant, andindicates
the cepstrum parameter of the voice signal of no n.

3.2 The comprehensive judgment of MFCC and L SP

Classical studies show that voice identification system all linked with one another. Each compmnaesult of one
cyclic will directly influence the identificationuglity of next cyclic, which will further influencthe final judgment
result. The most important procedure in processmghe extraction of voice parameter. The diffeseraf
characteristics parameter extracted will produaectliimpact on the precision of judgment. The nmogpular
characteristics parameter being used is MFCC. Thesemany experiments show that MFCC can express th
characteristics of listening mechanism of humans easmparing with other kinds of parameters. Theerwth
improvement method in this paper is that it focuseshe non-linear characteristics of MFCC and doesanother
important parameter of voice signal which is Linéediction. It proposed a method of mixed use oites
characteristics parameter, which improves the aoyunf judgment system of voice quality.

The spectrum features of voice signals are allatnat in LPC except for tone period. As a deducfiarameter,
LSP is defined as the root of formula (11) and (12)

P(2)=A(29 -2 "MA(z7)
Q2 =A@ +z"VA(ZY)

1D

12

T . O<w<b<.<w,<6, <
The frequency distribution of the above two polyra@isare as follows, “=a plz = Tplz , 4 and
g are the no i zero point of Pz) and Q (z) . Their appearance reflects the characteristicagfuency spectrum of
voice signal in some extent. LSP reflects the fartmzharacteristic of magnitude spectra clearly ptay some
compensate role for characteristics (Xuefeng, Zterad., 2011).

This paper proposed the method of combination BEK and LSP parameter to make comprehensive judgifies
main basis is that voice signal is a very compbndom process and on account of the listening iptexof human
ears, MFCC stands for the non-linear characteridtimice signal, LSP parameter stands for thealiraracteristic
of voice signal. There are both connection andetkfice between MFCC and LSP. MFCC is often beieg ts

identify the characteristics parameter of modeld &SP is often being used to be the judgment bafer

identification. In this network English teachingsgym, there is no special judgment module, wheceasine the
parameters of MFCC and LSP to become the charstitsrparameter of model identification. Thus,abaot only
reduce the quantity of processing modules of tiséesy which can further reduce the complexity of potation, but
also can improve the accuracy of the system effelgti

CONCLUSION
As there are many problems in the voice qualitynefwork English teaching system, how to optimize toice
quality of current network English teaching systeas become an important issue waiting to be solVbi paper
just tends to solve the above problem. The redulhe paper can give some guidance for the impreverof the
voice quality of current network English teachiygtem.
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