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ABSTRACT

Rare earth products have an extensive use in thienref cutting-edge technology and military engivege China

keeps the largest proportion of rare earth reseawmel production all over the world. Whereas, it $ailh obtaining

the pricing power in spite of its monopolistic statin terms of rare earth volume and even has Ipresecuted
several times for the reason of export price. Ugielgted export data of China’s rare earth productishe U.S.A
market from Jan. 2000 to Dec. 2011, based on diffenumber of hidden cells, this paper establigteaseral BP
natural network models aiming at forecast the ekpwice. In addition, selecting five predicting errindices,

involving Mean Absolute Error, Mean Absolute Petdémor, Root Mean Squared Predict Error, Normatiz&lean

Square Error and Mean Square Percentage Error, fhtaper compares the forecasting precision of eithbt

models. The research indicates that the predicengr is turned out to be lowest and forecastingqision is

relatively higher when the number of hidden callfive. Therefore, this model could be used tocEsethe change
of export price accurately and to provide scientbasis for decision makers.
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INTRODUCTION

With the extensive use in the field of cutting-edgehnology and military, rare earth is entitleddlstrial gold",
"industrial vitamins" and "the mother of the newteral" in the world, which is regarded as an itaggable
element of high-tech and military strategy. Chieathie country reserving the largest rare earthuress in the
world, and there is a saying:"The Middle East hiiglte same as China has rare edsthdich is a true portrayal of
Chinds advantage of this unique resource. Releasedin&@10 U.S. Geological Survey showed that Chima ra
earth reserves account for 50% of the world's eagh reserves[1However, when the developed countries
considered rare earth as a strategic resourcecakdelated measures, China only saw it as genggathandise in
exchange for foreign currency. From the year 199210, the proportion of Chinese rare earth pridudn the
world increased sharply from 47.44% to 97.74%[1{hdugh occupying the absolute dominance in therivettional
market for rare earths, China did not get the pggcight and the export prices was falling, whinhurn resulted in
forex expansion ratio in export reduced[2]. Thi® tountries which had large rare earth consumptopped
domestic rare earth mining in order to protectrteevironment (such as the U.S.), or imported drtoh China for
strategic reserves (such as Japan). Because pfdtatory exploitation of rare earth resourcespuis competition
and excessive trading, China's rare earth reseiuesmeted, environmental deteriorated, and theetiaterests
were seriously damaged.

2. Theoretical Background

Currently, academic researchers in Chinese rathsaxports mainly focus on the pricing right peshk. Fang
Jianchun and Song Yuhua established a model ofaGhinarket power in rare earth export markets erb#sis of
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Knetter model. It displayed that China only hadtrieeed market power in Hong Kong, Indonesia andhileimd

markets among all the 17 export markets[3]. Liadadg and Liu Kejia conducted Granger causality testhe

relationship between the amount of Chinese rarth ¢éiade and international market prices. The teshdwed that
the relationship was not causal, but internatiomakket price influenced China's rare earth expprifdikuda
Kazunori and Hara Hisayuki did some researchesherrdlationships between Chinese export restristimm rare
earths and rare earth prices, which indicatedttieprice of rare earth metals showed a signifiaareasing trend
shortly after China strengthened export restricideanwhile, when China repeated export restricti@asures,
the response time that price increasing phenomerfluencing restrictive measures was shortenedgrig Wei

analyzed the current situation and urgency of Chiadack of rare earth pricing right. He pointed thdat China
should improve the industrial concentration, foratela rare earth "cartel" system, and form a iaténal pricing

center, and establish a rare earth reserve sysgeatinalving lessons from foreign successful case#{@ha Vateva
considers that the decision of reducing the rartheport quota not only makes REE prices ris¢,d&o reflects
the industrial countries’ dependence on China (guasmopoly supplier of rare earths)[6].

To sum up, China's rare earth export problem isafrtbe focus in the international community and #tademic
researches on this issue is mainly focused on grplthe international status of China especiabypiricing right.
The researchers are mainly qualitative and onlgwa duantitative. Thus, this paper establishes ni2Ryneural
network models forecasting export prices by chapshe changing trend in export prices of Chinese earth
research as background, using rare earth expatfaah China to the U.S. from January 2000 to Ddmm2011,
and considering the number of different hidden layeurons; selects the mean absolute error, méativeeerror,
absolute root mean square error, regular MSE, badrtean square percentage error to evaluate théctwas of
each model; finally find out a price forecastingdabthat can provide the basis for management.

EXPERIMENTAL SECTION

3. Data and Method

3.1 Data constituting the data processing

In this paper, the selected data, a set of 14%catdlis, are the related properties’ indicators of.Umarket
conditions where China's rare earth products aporesd to and macroeconomic background. Specijicétie

related properties’ indicators of China’s expontack earth products are used from HS Code 2846 @ath metals,
yttrium, scandium, and compounds of mixtures) ab@53110 (rare earth permanent magnets), covermgngin

export products of China's rare earth. The relgtexperties’ indicators of macroeconomic backgrowse the
exchange rate, price index, gross national prodaratisthe producer price index to characterize wiffeperiods of
macroeconomic situation’s impacts on exports. Time tdimension is a set of 143 samples from Jangagp to

December 2011 monthly data, in which the July 208@ is missing.

In the BP neural network training, it takes lodamic of the related properties’ indicators of expoand
macroeconomic situation, eliminates differencedimension, and then takes a set of 100 samples T#8vin total
to train the network, and takes the remaining 48 skdata to test the predictive power of the oekw

3.2 Prediction model and evaluation index

This paper select the export volume, exchange paiee index, GDP, the producer price index adfitheindicators
to forecast China's rare earth export price. Haeerteural network includes 5 neurons in the inpyed and 1
neuron in the output layer. The number of neurenshe hidden layer has a significant impact on rieewvork
learning ability. If the number is too small, thetwork can not sufficiently study the data, thugeetfng the
predicted result; and if the number is too lardes hetwork structure may be complex which may leadhe
problem of over-fitting. When determining the numbéneurons in the hidden layer of the neural ekvstructure,
it needs to compromise between describing the neatirules of time series and preventing the compétwork
[7], so that the model can satisfy the minimum leé fprediction accuracy requirements. Based on d¢leted
properties’ indicators of U.S. market conditions endn China's rare earth products are exported to and
macroeconomic background, this paper trains then®&al network prediction model in the context dfedent
numbers of neurons in the hidden layer, outputs prezdicted results and error parameters, and getb#st
predictive model by comparisons.

(1)The selection of neurons number in the hidden jeer. Although the neurons number of hidden layer is » ke
parameter of the BP neural network model, thestilisno unified mathematical expression to calteithe optimal
number of neurons in the hidden layer. Accordingh® empirical comparisons in the study, some schobut
forward some valuable experience criteria. Mastgv®s a rough estimate: For a three-layer neuréorg,
assuming that it has n input neurons and m outpetirams, the number of hidden layer neurons
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isv/NxXm ‘Sometimes, according to the actual problems, timebew of hidden layer neurons is used in the rarfige o

15Jnxmto2v/nxm. in this paper, the number of neurons were caledlfom 1.5/ nxmto35/nxm,
and then compare the result in the following fivalaation criteria.

(2)The evaluation criteria of BP neural network moctl prediction effect.Since the BP neural network cannot use
common testing indicators of econometric technigagsh as R-squared, confidence and significangeiretmost
studies, researchers generally use error or sohe otlated indicators to determine the predictiggformance of

the network. Assuming that N forecast periodg, and )A/t represent the actual data and model output restilts

variables at time t.The average indicators of mtéah error include: the average absolute errogmmelative error,
absolute root mean square error, regular mean eauiesr, and mean square percentage error (MSBEh@wn in
Table 1).

Table 1 Commonly used average index to predict erro

The average

prediction error Computational formula Descriptions

N A
Mean  Absolute MAE = i2|y - 9| Since each Yo=Y is positive, it can accurately display prediction
Error, MAE N < t t accuracy of MAE value, the smaller the value, tighér degree of

=1 R-Squared.

N _5 MAPE indicators can truly reflect the predictioncaacy which is a

’I;A:r?:r(;nt Absg?:: MAPE = i z yt yt relatively good indicator for comparing the erriaresin different information
MAPE ' N conditions (if not the same number of samples§ah be interpreted as the

t=1 Yi percentage bias error whose value is defined widhim100.
Root Mean 1 ~\2 RMSE can better measure the nuances of differeatigtion models
Squared Predict RMSE= —Z(yt - yt) prediction error, because it amplifies the erroriothmakes the minor
Error, RMSE N =1 changes more sensitive than the MAE.

1 & ~ \2

| NMSE=—=> (v, - %) v, _ . .
Normalized Mean g°N oy is the mean between data 1 ~ N. NMSE values important signal of
Square Error, - the differences between the predicted data ancladata, which is the most
NMSE widely used indicator to evaluate the effect in ral network prediction
N 2 idel d indi | he effect in tieairal k predicti
Here,J = ——— (yt - yt) model.
N -1
~ \2 . . - . .

Mean Square 1 N Y. Y, MSPE is a typical method for predicting the evabrateffect of outside
Percentage Error, MISPE= —Z . Jt samples in econometrics, and it is commonly usedomparison with the
MSPE N Pyry Y, random walk model.

Source: the author finishes proceeds in accordamitie the relevant information.
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Figure 1 predicting outcomes when 4 neurons

4. Neural network forecasting output and comparison
This paper includes one output neuron (export prisenput neurons (export volume, exchange rateggndex,
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gross national product and the producer price ipddwe range of hidden layer neuron number is 3:35.83.
Therefore, this paper trains the BP neural netWor&casting model including 4,5,6,7 neurons inhidsgen layer,
and compares 4 predicting outcomes of 4 prediatiodels.

4predicting outcomes of the prediction models wtten number of neurons are 4,5,6,7 are shown inr€iguto
Figure 4.
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Figure 2 predicting outcomes when 5 neurons
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Figure 3 predicting outcomes when 6 neurons
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Figure 4 predicting outcomes when 7 neurons
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Obviously, comparing Figures 1 to 4, when the nesintumber in the hidden layer of BP neural netwodklel is 5,
the predicting outcomes and the expected outpugulsstantially coincident, which means superior jotexzh
performance. The average value of the predictioor éndicators when the neurons number in the hiddger is
4,5,6,7 are shown in Table 2.

Table 2 Prediction error with different neurons number in the hidden layer

neurons number in the hidden layer 4 5 6 7
MAE 0.3795 0.2292 0.4503 0.2407
MAPE 0.2157 0.1256 0.23550.1191
RMSE 0.4791 0.3858 0.6128 0.3895
NMSE 0.2296 0.1489 0.3757 0.1518
MSPE 0.0705 0.0282 0.09360.0236

As is shown in Table 1, when neurons number inhideen layer is 5, MAE(0.2292), RMSE(0.3858) and Siv
(0.1489) are the lowest; when neurons number imidhden layer is 7, MAPED.119D and MSPE 0.0236 are the
lowest, however, the these 2 outcome are very ¢$#APE (0.1256) and MSPE (0.0282) when neuromsaber

in the hidden layer is 5.Therefore, as the errdicators all show lower values when the neuronsharmof hidden
layer is 5, this paper argues that it can morerately predict the export prices of China’s rarglearoducts in the
U.S. market under this BP neural network scenamnbich means that the network has superior predictio
performance.

RESULTS AND DISCUSSION

This paper create multiple BP neural network maddbrecast the export price using the data of €kirare earth
products exported to the U.S. market from Janu@f02o December 2011 based different neurons nigribehe
hidden layer, and uses MAE, MAPE, RMSE, NMSE andP#Sto evaluate the predictions of each model.
According to the prediction figures and error iradar values outcomes, the error indicator values@atively low
when the neurons number in the hidden layer is &animg that the BP neural network to predict hdsgaer
prediction accuracy and better performance attihie. Therefore, the BP neural network model trdime this
paper can more accurately predict the export mi@nges of rare earth products, thus providingiensfic basis
for the decision makers.

In the subsequent study, the sensitivity analysid ather related analysis on the export prices gbarunder
different scenarios of export quotas will be stddimsed on the BP neural network model trainedis paper.
Meanwhile, in addition to the United States, Japamne of the major countries importing China’seraarth
products, export prices of China's rare earth prtsdin the Japanese market can be predicted basetieo
conclusions made in this paper and related datzettdoy BP neural network model.
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