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ABSTRACT

With the widespread popularity of the Internet, a rapid increase in network bandwidth and the computing power
attracted more attention. P2P (Peer-to-Peer Network) network and its application has gradually become a research
hot spot. In P2P network, resource discovery and network traffic technology play an important role for a high
efficiency network. In this paper we analyze the resource discovery, proposed a novel method to find network
resource. With the new method, the load balancing between the network nodes can be guaranteed. In addition, an
investigation, through the network traffic generated by P2P application, was examined. In order to improve the
operating efficiency of the P2P network, we presented a new routing method combined with the shortest path to
predict traffic congestion state and local information. Smulation results show that our proposals are feasible.

Key words: Peer to Peer networks; Resource discovery; Eraffintrol; Load balancing; Routing

INTRODUCTION

The rapid development of the Internet, is trigggran new network technology innovation. With the egdread
popularity of the Internet, a rapid increase innark bandwidth and the computing power attractedenaitention.
P2P (Peer-to-Peer Network) network and its apptingtas gradually become a research hot spot. BR®rk is to
establish a logical overlay network on top of aelapf the Internet [1]. It features very signifitamncluding
non-centralized network node (to avoid network Ibaticks), scalability (network nodes are added, aberall
expansion of resources and services the abiligytehronize), robustness (partial node failure lltds effect on
other parts), lower cost computing and storage agphigher, peer network nodes, the network loathhcing,
transmission of information makes the private infation dispersed eavesdropping and reduce thelitgsof
leaks, freedom of user behavior and a wealth afrmétion content.Powerful service node has direcess to the
backbone network [2]. A large number of serviceslaging gradually transferred to the nodes neacéheer of the
network. Not only has the backbone network transimiscapacity, but also to the intelligence netwoith storage,
computing and other functions change [3-5]. As tieater of the optical backbone network architectdinat
provides user access control, quality of serviegotiation mechanism and also to provide better Sugport [6].
The mass intelligence nodes, which are at the m&tedge provide ubiquitous, ever-present perceptfReal-time
processing of large amounts of information will bellected to be passed elastic computing data rcdaote
information processing [7]. Transmission networkries more than just information, share contentgas services
and other technical aspects of the function inftitare, but also carries a commercial activity e nhetwork.
According to the 2012 Global Network traffic monitgy report, P2P, WWW have occupied 75 percentetivaork
traffic [8]. Internet users has more than just eoners of content, but also through P2P, micro hlagand other
ways to become a content provider. Users contrilsotgent on the Internet, and make the spread ofeob
Internet into a more open, more interactive, usgpied content and participate in the joint constion stage [9].
Each peer P2P networks (peer) must take on theofoteo functions, they are both the service previdnd a
service user. Ownership and control of resourcsssilduted to each node in the network. Behavionalracteristics
of P2P networks including peer connection mode,uRoijty, perturbation [10]. T.Karagiannis et al faltwo
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characteristics of P2P network transport layer eatian: One is about 2/3 of the P2P applicationsguboth TCP
and UDP protocols. Second, in the P2P file-shaniegyorks, it is usually using only one TCP conrattior file
transfer between peers. F, Comtantinou et al sfudiicate that P2P network having a greater dianm@impared
with the logical network topology formed by otheztwork. Some P2P applications when used to iniatarge
number of connections increase suddenly populaichwis a characteristic behavior of the P2P netwd.
Popularity refers to the number of the networkdtaklish a connection with a host at the time within this paper,
based on the P2P networks we conducted analys@ydge?]. In P2P networks, we use a hybrid transiois
routing topology model to achieve routing and lecegsources. In this model, a node will be dividl®d two
categories, the agent nodes and resource nodesurResiode, that will provide all of the sharedrese in system.
It also needs to ensure that the load balancifay isach resource node. So that resources areyesistiibuted [13].
In terms of network traffic, network traffic genezd by P2P applications has become a major patteofnternet
traffic [14]. The rapid growth of P2P network tiaffincreased network bandwidth consumption. It
near-symmetrical network traffic patterns causechework congestion [15]. A more serious problenthat P2P
applications initiated by network attacks, it iseliy to cause failure of the Internet. Therefohe, identification and
analysis of P2P network traffic has become a comomntern hot topic of scientific research personnetwork
management, network service providers. For quitiefreetwork data traffic, it is very necessary design an
efficient routing algorithm. Through deep study, pposed a new routing algorithm, which is a carabon of
the shortest path and predicted traffic informatfon local congestion state, thereby it improves tperating
efficiency of the network.

S

NETWORK RESOURCE DISCOVERY

The current P2P network search, the main goal impmove search quality from a client or reduce gsbarch from
the network management point of consumption, tearch method, often focusing on the improvementhen
search algorithm, while ignoring the transmissietagl between nodes and downloading from the phlyication

of the delay resulting performance of the seareip Mode ID may be close to the actual physicaltlonafar, one
jump in a P2P layer may be multi-hop to the IP fatlds increases the query forwarding process éetwnodes in
the request delay and download delay. The competisvork is shown in figure 1.

Computer 1 Computer 2

Fig. 1: Communication structure of computer network

P2P resources search algorithm based on nodegmfitdback, which main idea is to divide netwodkde into
group. Group or Clustering is the original nodeodier divided by a common attribute. Conductinguese search,
a node which set up the find can initiate a reqaabimitted to the nodes of the cluster or the dorodinterest. If
the lookup fails, the search was extended to amagea, or flooding Search. In recent years, P2Rnogy is
widely used, it is one of the most popular appias in unstructured P2P file environment (unstited P2P)
under shared. The main reason is that the unstatc®2P network topology search mechanism is siaupteeasy
to implement. The main objective of P2P file-shgrisystem in continuous improvement and evolution,
improvement is: find a better search mechanism,imgathe system both good search results, therbighesearch
efficiency. In fact, as a resource to find perfonea of P2P is an important research P2P applicafigant-based
distributed hierarchical routing mechanism starotogy layer node index table positioning strategyd aing
topology layer, constitutes a double-layer struztwouting policy. In the index table positioningasegy star
topology layer, proxy node played a crucial role foe network to quickly locate the information wasce query
target, and provides a shortcut. In a distributédranchical routing mechanism ring topology layéne
layer-dependent resource node is routing tableranting information query sequence to determinertsource
location. More than two routing strategies are clemgnt, each node carry out their duties, resulimg P2P
network system layers and form a stable query mgutirategy. For each route choice mechanism thtr@igh the
work of the state agency to determine the nodesghathe agency work state and the agent failete.sResource
node information update is primarily responsible tlee network login and exit of each node. Whereas mode
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joins the network, the node sends a request tprtey node login information, then the correspogdiode agent
login information recorded at the same time to #mdnode to the shared resource information resaundex table
to prepare for resource retrieval. When a nodeelgdkie network resources, the same request tortixy pode

sends a quit message, the node to be deleted beimfbrmation recording and corresponding shaesburce

information and resources from the node informatatsie in the index table. For the above processiragegy , it

applies only to the case agent nodes work propelbyyever, when the agent node fails, it will notdmmpleted

properly add and delete node information, whicH edluse the node information table records theahctiatus of
each node in the network inconsistencies. Anotregpnportion of the agent node updates the indebe iz updated
resource index information. For this part of thelate process, the original old algorithm earlyhia tesign, try to
use to update the strategy. The basic principie tisis case, each node is in the event of a ch@amging a node, or
decrease a node), then this node will go to semg¢ssage to the node agent, told the agent nodenafion table

changed, added a new member, or reduce a memhthisiway, an obvious drawback is that, you needptnd

some network resources. In addition, the agent nuzfeases the processing time for information. Wavorse is

that if there are multiple nodes simultaneouslyetaktion to send updates, which will cause netveankgestion

channel. This will seriously affect the normal ghwf the network, reducing the efficiency of tretwork.
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Fig. 2: Therelation between node number and aver agefind path

The new improved algorithm, adopted by the nedd igodate the way. It can be the agent node updsketo carry
out a processing time. In the new network, thereg iew node is added, the agent node in the netisadsource
retrieval first, proxy node does not temporarilydafe its information. When a node is access toréevant
information from the new resources, then it wikdaan action. All resources are updated to the mesi@urce index
table. Another situation is when the network exitles, then to conduct inquiries, it first check thé failed node,
Specifically, when the discovery of a failed nodesends a connection request fails, then the medkvant
information will be automatically deleted. Actioime of agent node also is after the inquiry to deied out. This
new routing strategy proposed in this paper, isdgoo the full utilization of network resources.ciin save network
resources and can be a good solution to the prmgeps node failures that may occur in the casecohsistency
in resource information, thus it avoids the impactthe resource update. In addition, due to thelition of each
node access is controlled, and therefore, it vatl cause network congestion. In order to assesadtml effect of
the new algorithm, the performance of the new dtigor is conducted for a series of simulation expernits, in
order to verify that the new algorithm is to impeothe performance of the network system. We eveduaty
comparing various indicators, such as: the aveamgeunt of information transmission, routing, tine verify the
validity of resources routing policy. After analysie concluded that "the average search path'lsratticle to build
the routing policy is better results. Meanwhile,cirder to reflect the relative strengths of theeottouting policy,
this paper will also check it with Chord networkiting algorithm for locating experimental for comigan. For the
network, the data transmission cost is relativaigé, and therefore the bandwidth used on largds inainly
because the node mapping use disposable Chordritash unified logical space, this eliminates tloatact node
physical location, and it does not make full us¢hef advantages of data locality. Every time a desvnloads the
file, who may be distant from the actual physicaldtion of the node to download. The two-tier dute of the new
algorithm routing mechanism is to reduce the lergjtithe path and query information transmissiont costing
process consumed. Positioned directly limited leyitiuex table or query routing table, it can getlosition of the
node resources, so that the average search patbasadransmission bandwidth have declined. We wcted a
simulation experiment, the number of nodes in thewvork from small to large increases from 0, habeen
increased to 1000, and then view the results ohtlezage search path. Here is important to sthegsate are used
to represent the average number of hops to sehecleffect of the average search path. In genetalonk, the
average search hops should be between 3 to 6, vgicbrmal. If the result is outside the scopehi$ walue, it
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indicates that there may be a prerequisite for@nmore errors. It must be a prerequisite for reaxdion until it
can get the result of the normal range so far.&@perimental results are shown in Figure 2. Thelt®san be seen
from the figure, the start of the first stage, thieve Chord algorithm is higher than the resultsivled we propose a
new method. The intersection curve of two algoriham the position of about 410, after about 418, dbrve is
higher than the results obtained by the Chord dtgor That is, in the latter part of the entiregarof the node, the
value of the proposed new algorithm is significamiigher than the Chord algorithm.

In our new algorithm, each routing table we havsigleed a plurality of layers and each layer carstoeed in

another node in the m position. According to thes meuting algorithms and strategies, each resonock routing
table, have provided important support informati&nd the obvious fact is that, m value is boundffect the size
of the network nodes to find routing efficiency. @asults also confirmed this point. As shown iglfe 3. It can be
clearly seen from Figure 3, the mean value of #smurce search path U decreases with increasingutinéer of
nodes m of the network gradually, and this resuttansistent with our expectations. From the chamgjee curve in
Figure 3, we also found that with the increasingnbar of network nodes, network resources it takefind the

behavior has also been reduced, the cable is a dbevmward trend, and finally became a relativeft.flit also

shows the fact that although it takes a certairabien to find valuable network resources, but wlike increasing
number of network nodes, network resources to firelamount spent on behavior change is not largether

words, an increase in the number of network notlese is no significant impact on network resouriteakes to

find the behavior.
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Fig. 3: Therelation of the average find path and node number

In P2P network topology, it uses a hybrid routiransmission model to achieve the route and locatforsources.
In this model, the nodes are divided into two catig, resource nodes and agent nodes. Resoureethedsystem
will provide all the shared resources, but alsodnteensure that each resource is load balancing, &0 that
resources are evenly distributed. Proxy node, sisuatural model of another type of node, compdcecksource

node, is very different in terms of functionali@n the one hand, this type of node stores the skatae but the data
are no longer the resource data, but the positiformation of each resource node of the systemh Eesource

node on the resource index information is storadhsode also bear part of the resource locatatifum in order

to help the resource nodes faster and more stablstdrage and retrieval of resources. In ordeimprove the

resource retrieval speed and reduce the consumpititie search process, reducing energy resourdateiphere we
also proposed hierarchical routing service stratny its updating policies. Through the transmissmute in the

system structure of the model to achieve P2P laiyeulation, while Chord comparison with analog détaan be

drawn to improve in terms of the speed of the resmilbcation, and decreased consumption in termgadéting.

However, due to the special nature of the ageneneklich provides additional data storage, makirey ghstem

applied in the case of transmission structure madkdls the certain storage consumption.

NETWORK TRAFFIC CONTROL

With the proliferation of network size and the ambaf information, congestion becomes a commorityeaf the
dynamic characteristics of the performance of tetwork in the form. Many real networks, such asimét and
network public traffic occur congestion frequentgading to a transmission time with a significeamtrease and
overall network performance occur sharp declineer&fore, the network characteristics were studigdriany
researchers. Not only a large number of data ssegmerated by network nodes, especially concudaat streams,
is the main reason leading to network congestiaregged, and some characteristics of the netwself ihas also
produced and spread of congestion, and such asafaeity of the network nodes, the node packetgasing speed,
the bandwidth of the communication link of the netk topology and the like will play a role. Althoogt is
possible to achieve the effect of improving conigesby upgrading router hardware, but in realitycdn not be
unlimited hardware upgrades. In addition to ecomoatinsiderations, the rapid growth of the netwade slso
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makes hardware upgrades can bring improvementtefecery limited, so we need to consider other svay
improve the performance of the network, such aggdasy more efficient routing strategy. P2P alss haportant
applications for streaming network. Centralized P2BRvork structure is the central server as the aafiormation
resources on a central server, the client is seettty to the server, access to information resesir Such as Server
/ Client mode, database systems, Web servicesmeneoce services. In a centralized P2P streamingceesystem,
the system records through a central index of otidléectory server nodes in the P2P network statisgmation
and maintain the network directory. The centraveelis responsible for searching and locating reses) data
transmission and interaction are done directly betwthe nodes. Centralized P2P network systemateisend
locate resources, the transmission and interaetrsio Figure 4.

Center server

PC3 PC 4
Fig. 4: The center network system

To unstructured P2P networks, there is no centgales, which is based on random graphs way to adiome
between the structure of production nodes in digtdd network. The system has a strong ability raf-jéter
tolerant. As shown in Figure 5. Generally, it uflesding (Flooding) way to search target in the Vehaetwork
resources, support vague, with regular expressindsmore complex keyword queries to TTL (Time ted)ivalues
to control the search depth.

= S

= =
Fig. 5: The peer to peer network structure

The shortest path routing algorithm is a kind af thost widely used routing strategies. By stratéggyyhich the
packet is always along the path passed closeketddstination node. But the algorithm never casigvhether or
not the network is in a state of congestion. Everouting by the number of node, performance fedirply, due to
the accumulation of a large number of data padkeisfail to pass it a packet, the shortest patitimg policy did
not provide a mechanism to choose new routing fmaththe packet. Because the most prone to congeatoes
located in node is opposite bigger, so the shopatt routing algorithm will be more congested nedagestion,
leading to decline in network performance furtt@nr fast relief in the network data flow, designedficient routing
algorithm is very necessary. A good routing aldomntshould have some ability to perceive congestiad
regulatory, enables it to early detection of netnwaongestion occurs, and timely adjust the rougialicy in order to
control at early date. Network dynamic process idjgion is as follows: suppose network startingheitt load, for
each time step K a packet network, and randombcsadl source node and destination node, the abfliéach node
packets processed by node n to the importanceeadghignment, each node per unit time can be dtnmaspacket
to its next routing nodes, packets generated aftadded to the end of the queue, the node gletedntains both
the packet and other nodes to arrive. Assuming ttbde queue length is unlimited, each node as #do&eb is
passed, the first to search within the adjacenespt there is a target node adjacent nodes,passed directly to
the destination node. If not, then the calculatbmll of the neighbor nodes is done in the nodégkts, according
to the minimum weight so that pass it on to thet mexde. After the packet to reach the target noledigappear in
the network. Here has the sense of local congestidity of routing policy. Assumes that the packet from the
source node S to pass the destination node tofirall, the algorithm needs to compute nodes ghisiof all the
neighboring nodes, in order to make the choice loickv one sent to the adjacent node. Figure 6 shbhav$2P
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network structure.

Fig. 6: P2P network structure

In real communication network, the important routerdes usually has a better performance, the ahilit
processing data packets are more, so can be bthd&livalue to reflect the situation. Ni, the valgedifferent
according to the importance of nodes in the netwBdcause of the node degree is an important tdwebde in the
network. Traffic identification algorithm based port is the most common recognition algorithm, gipie is the
main use of the data flow of packet head infornmatidccording to the different protocols it usedatiént ports for
identification. At present, most of the networkalaapture and protocol analysis software has thetifan, such as
Ethereal, Wireshark, Sniffer, and so on. Accordiogthe specific application protocol, port numbdr,is
corresponding to identify specific data stream.Sas a TCP data flow using port 80, according o rilevant
provisions of the management of the port, it wilinhit as a Web data traffic. Communication netwpekformance
can be achieved by the entire network for packetgssing and transmission capacity measure, howes®vork
communication ability is not the same as the comioation capability of a single node. Here, the dadlits of
communication for a single node is n, and the conination capability of the entire network with aitical
discharge of packets Kc to measure, namely thearitlischarge packet Kc, is continuous phase itiansfrom
free state to congestion state. Peer-to-peer (REork traffic identification and analysis has be®e a common
concern issues for scientific research personratlyark management and network service providersedms of
scientific research, from two dimensions of tima apace for P2P network traffic measurement andysisanot
only can know all kinds of the heat of the P2P mpyibns, can also be carried out on the user\sar&tbehavior
research and statistical analysis, to ensure tfetysaf the network, to design a robust and effitiaetwork to
provide the scientific basis. In terms of networlkmagement, accurate identification, extraction describe the
characteristics of P2P network traffic, building tborresponding mathematical model of network ittafin not
only provide effective scheduling strategy for netkvmanagement, at the same time it can also etisat¢he P2P
application quality of service (QoS) of the busB)gsrovide a basis for effective control of P2Pwuek flow. In
terms of Internet service providers, P2P netwookvfimeasurement and identification can provide teeemsary
reference basis and bandwidth for network constragilanning. There is a free state concept imetevork traffic.
Free state, the concept so-called network refessith a situation, while at the same time, the rermob packets by
production, as well as the number of packets reatie destination node, we call it the free stétthe network.
Relative to the network of free state, the othehéscongestion state of the network. So-calledvorkt congestion
state, it is to point to in the packet, the numbgpackets reaches the destination node is onhagidén of the
number of packets, at this point, the redundard gatkets will pile up in the system, until finathe whole system
paralysis. For freedom in the network configurataomd network congestion state, we can describetidmiarely.
When J = 0, this network is in a free state, if @, suggests that the network into the congestiate.sWe can also
use the total number of packets S (t) in the nétvamid network packets K generated to describe ¢éhgark status.
Among them, there is a critical state Kc, its megris, when it is in the network number Kc of paskgenerated ,
the network packets number generated will be grébss the number of packets to the finish, nowrtbvork will
be in the position of the transition point, we céall critical state. Apparently, according to alefinition, the
meaning of the K value is very obvious, when K > Ketwork must be in a state of congestion, atrtfosnent, it is
much bigger than the number of packets in the nétimreach the number of packets in the end. WherKc, the
network is in free state, that is to say, at thmmant, the network packets is almost equal to tmaber of data
packets to the finish. Particularly we want to pant is, the larger the value of J, the network show that the
bigger the network congestion state, when J = dhatws that packets didn't come out at this pairthé network,
the network is completely in the congestion steigure 7 shows the relation of total packets s{t) time. Figure 8
shows The relation of s(t) and t, K=1200.
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Fig. 8 Therédation of s(t) and t, K=1200
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Fig. 9: The J(K)in new routing method

From figure 9 we can find, when the K value is dmidle curve of the network is horizontal, it shothsit the

network at this point is in the normal operatioatest and it is no network congestion. However, wienK value is
higher, the network will begin to enter a degreearigestion state, for example, when K = 1000avtehtaken place
in a certain degree of network congestion. K = 1286n the network congestion state is very obvifigure 10

shows Old routing method with the shortest pathingu
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Fig. 10: Old routing method with the shortest path routing
CONCLUSION

In recent years, P2P technology has been rapidiamwent. In P2P network, how to make full use ofwuek
resources, how to reduce unnecessary costs, netesokirces and network routing node optimizaticarcdg the
P2P network efficient operation, these are veryartgnt problems for network. In the process of mekwresource
requirements, network node need to send a resoeqgeest to the server inside the network, and byetihe server
to resources within the search, and it finally vii# sent to the resources outside the network ndides data
transmission strategy depends on the server, arsdctiused the collapse due to server failure braalgbut by the
network. This paper proposed a new P2P networkmgpubokup method, the method ensures the loadnbala
between nodes, at the same time improve the resse@arching performance. In P2P network routing asenixed
topology transmission model, to implement the mgitand location of resources. In this model, thdesoare
divided into two categories, resources node anditagede, thus it will make the optimization of thetwork
efficiency.
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