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ABSTRACT

Recommendation algorithm is one of the major apghea to solve the information overload problem. Toee

task is to model and predict users’ preference. dlgerithms based on the latent factor model hawenbmade a
great success recently. However, data sparsenadd &zad to the incompleteness of the factors is tompletely
data-driven modeling. To address this issue, tligep leverages certain knowledge of the influendaors on

user preferences to optimize the structure of kafeotor model. This paper proposes a unified madéh both

explicit factors and latent factors. User demograpfeatures and item content features are usedhasctues
reflecting users’ preferences. These features attr@duced to the framework of latent factor moatethie form of
explicit factors. Experiments on MovieLens datasgfgest that the proposed method is feasible dadtiek.

Key words. recommendation algorithm; latent factor model; &xplactors

INTRODUCTION

With the rapid development of Internet technolomformation overload is a problem to be addressegbntly.

Information consumers want to be able to get theireé information quickly and efficiently. The prackrs of
information, such as e-commerce sites, are eaderd@otential customers to increase profitabiétyd improve the
user’s experience. In the context of such a demargrecommended system that came into being.ri&ia task of
the system is to model based on a user's histad/tteen dig out the items that users might be ésted in, and
furthermore push it to users in some form.

Recommended system research began in the mid 36r Afore than 20 years of development, it has been
successfully applied to many famous sites, inclgdymazon, YouTube, Netflix, Last.fm and Yahoo étcChina,
Taobao, Dangdang and watercress community is a Inoddiccessful application. Recommended systenes in
commerce success is particularly remarkable. Byyamay the user's purchase, browse, click, and agth as
collections, users ' concerns about the other catitinmterests can be predicted and recommendeatsetpently,
sales income will be enhanced. Back in 2002, Amamrdictated that 30% per cent of its sales come ftbe
recommended systems [1]. In addition to applicatiom e-commerce, many Web sites consider recommdende
system as essential services. Online DVD rental ¥&tflix movie recommendations service is a sue@smple.

In 2006, it hosted a profound movie recommendadiggsiem competition, which greatly promoted the tgwment

of recommended techniques [2].

In academia, many specialized conferences have leddnn recommended systems. Since 2007, ACMestad
host International Conference on recommender syste@M Recsys (Recommender System). In many confesen
on databases and information systems, the spegia&l 6f recommended systems also appeared. Iniaudit large
number of scholarly journals will also feature thgortant progress in the field of recommendedesyst

Therefore, the important academic and industris¢aech is how to achieve more effective recommémat
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Recommendation algorithm based on collaboratiterfiig models all the rating data and is the méfscgéve way
to resolve score prediction task. The recommendagigorithms based on implicit factor model (Latéatctor
Model) was presented in the Netflix contest and alestrated high prediction performance. It becange ntfost
important model and gained a great deal of attaniioNetflix game and among champions of the KDOpCu
evaluation. Also, it is the currently hot reseatwpic in the field of recommended algorithm.

It takes full advantage of existing ratings datagpresent users and items under the space of @itiinfiactor and
describe the user preferences for goods usingi@ssef implicit factors. Factor of significance iraplied in the
model, and fully learned from training data.

One essential flaw of implicit factor model: fuldlata-driven approach to learning an implicit faqgiarameter can
lead to excessive training data matches and cadséssue of over-training. The root cause of theblam is
extremely sparse scoring data, which can not danithe true distribution. Fully data-driven leargiprocess looms
on the distribution of the data itself, but donitly faithfully portray the user's preference. Aagible way to solve
the problem is to introduce effects of explicit kiedge of user preferences to adjust the modettstre. In
addition, implicit factor modeling only uses theosng data, and thus is very sensitive to sparsa. datensive
research shows that users ' demographic chardicteasd content feature can exactly relieve ggsé.

This paper introduces this knowledge in the fornafexplicit factor to the model and adjust the eladructure.
Meanwhile give significance and guidance to thestof's in the training process, which can solveidbee of over-
training caused by implicit factors fully data-d¥ivmethods of train.

1. RECOMMENDATION ALGORITHM

1.1 DEFINITION OF RECOMMENDED TASKS

The core task is the prediction of user’s prefeesriac Recommended Systems. Once a valid prefefereeast is
realized. Recommendation system can select soms i&@&rget users are most interested in and recochthem to
users.

Briefly, if “U” is seen as a collection of all usgrand “I” as a collection of all the articles te lecommended. The
main task of recommended system is to find a peefss forecasting function r, such as equation élgua

r:-uxl - R 1)

In recommended Systems, the degree of preferencgualy measured by scoring. historical ratings dallected
by system is usually only a very small subset ok'U Recommended systems needed to use ratingstoldtuild

user preference model, and predict the assessmsumts of items the user does not have valued.eTalis an
example of a simple user-item rating matrix, arelghmbol "/" indicates that the row that the tat## corresponds
to does not score the item that the column corredpto the user.

Table1 Scoring Matrix to Indicate the Table

Goods Goods Goods Goods

1 2 3 4
Userl 5 5 1 1
User2 5 / / 1
User3 / 4 1 /
Userd 1 1 5 5

In addition to scoring data, the user has the gpate demographic characteristics (Demographictures),
including their age, sex, occupation, etc, which gaually be obtained from the registration infotiora Items also
have a number of characteristics, such as moviemmeendations, including movie style, actors, doextrelease
year and other features. Taking full advantagdisfinformation contributes to user preference rfinde

1.2 RECOMMENDATION ALGORITHM RESEARCH

In recent years, the research of recommendatiooritiigh is continually under way. It is possible ¢tassify

algorithms from multiple perspectives. From thespective of information, The main recommendatiagoeathm

can be divided into the one based on collabordiiiering (Collaborative Filtering) and another bdson users '
demographic characteristics.
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1.2.1 RECOMMENDATION ALGORITHM BASED ON COLLABRATIVE FILTERING
Only using scoring information to model and prediad not depending on any other information, caltabve
filtering algorithm is by far the most effective wa

In 1992, Goldberg [3] implemented a mail filterirgystem called Tapestry, and first proposed the term
“"collaborative filtering”. In 1994, United StatesmiJersity of Minnesota GrouplLens project team patward a
collaborative filtering algorithm based on usersighbors [4]. The algorithm first finds the targester's neighbors,
and then predicts the score for other users withilai taste; the target articles usually using sceseighting
strategies according to neighbors. Vector of uaéngs comes from the assessment of all items faditilarity
between users can be calculated by scoring distagtweeen vectors or dependency. The commonly ustdom is

the Pearson correlation coefficient (Pearson Caticel). On this basis, there ate a series of dassnedy. The
major flaw based on user's nearest neighbor algoriFirst, the extremely sparse vector of usengatiead to poor
user similarity accuracy. Secondly, calculating Hmilarity of target users and all other usersseahigh time
complexity. Thirdly, for new users, personal recosmaiation could not be completed.

Facing the defect based on users nearest neigttamwar [5] proposed collaborative filtering algbm based on
items nearest neighbor in 2001. The algorithm ficaiculates the similarity between the goods agidhbor and
then predicts the score of near items accordiridgdarget user. The core is the similarity caftofa All the users’
scoring the items constitutes the vector of uséinga all items scored by users. Calculating thetadice or
relevance of score vectors can get a similarityvbeh the goods. Amazon succeeded in building dipahsystem
based on the algorithm and made it public in 2003 Collaborative filtering algorithm based on itemearest
neighbor after became the mainstream businessnsystehe method has three aspects of advantage, ikgras
scoring vector sparse degrees is relatively lowsndlarity calculation is highly accurate; secoitdms of scoring
data are relatively sufficient, and its similarisynot sensitive to added data. Thus, the linecéilaulation method
can be used and line shang calculation is low mpdexity. Also, the algorithm support recommendggl&nation.
The interpretability of recommended acts can enbdnser trust degrees, improve user experience.

In order to solve defects based on nearest neigimedhod, based on the model (Model-Based) methachder
development. Typically, Connore [6] and Xue [7] gatward the method based on poly class .Hoffmamlena
probability cryptology righteousness model (Lat€etmantic Model) to achieve "soft poly class" onrwes® items.
Users or items poly class reduce the complexitgrdine calculation and resolve sparse data probléssuming
users’ preference for items come from preferenceénfiplicit class, items belong to different impticlass to some
extent; Sarwar [8] presented recommendation alyost matrix singular value decomposition (Singulalué
Decomposition). Predictions scoring matrices camptmeluced through filler matrix decomposition anchehsion
reduction. It is a method of implementing impli¢éctor mode; however, the flaw is that matrix fith will
introduce a lot of noise, and time complexity affiridimensional matrix storage and decompositiothefspace are
too high.

In recent years, an implicit factor model basedgoadient descent gained a great deal of attentiothe Netflix
Prize contest from 2006 to 2009 and KDD-Cup evauwabf 2011, champions adopted IMM fusion (Ensemble
Model) policies. one of the highest performing #ngodel (Single Model) are based on the model éwaark.
Implicit factor model based on gradient descenthogtwas proposed in 2006 by Funk in the Netflixtest[9].
This approach uses the known score data, to leadehparameters through the training set minimizafiredicted
error. Relative to Netflix the baseline method mshithe prediction error of the method by 6.31%e Buits very
high prediction performance, extensive researdaiged out on the basis.

In addition, the dynamic characteristics of recomtheystems also get the attention of other reseescuch as
Xiang [10]. Among KDD-Cup music recommendation altfon evaluation in 2011, Chen proposed an implicit
factor model combining time characteristics, hiehégal feature music, implicit feedback and nearssghbor
feature, which becomes a single model for maximenfigpmance in the evaluation.

1.2.2 RECOMMEDATION ALGORITHM BASED ON ITEM CONTENT

The basic idea of recommendation algorithm basedrtiole content is analyzing, the user's historpraference
items from the perspective of content, and reconth@her goods similar in content characteristicproperties on
characteristics. For instance, If the books usesfepare mostly associated with machine learnthgrobooks in the
field can be recommended.

Automatic extraction of content items is the fiss¢p. Generally property information in text megsagr manual

marked can be considered as article content. Koritems, extracting keywords through drawing ofoimation
retrieval techniques constitutes eigenvectors [1fZature weight calculation is typically TF/IDF (fhe
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Frequency/inversed Document Frequency) For non-texitent, It is generally required to mark property
information mentally. For example, research teandiofii's movie recommendation system defines muaa 800
multiple labels, including film style, time, peopkewards, and so on.

The second important step was the establishmeamefmodel (User Profile). User model can be shiovthe form

of vector, for example, calculating the averagetameof user preferences [12]. People can learn pseference
model using machine learning techniques, commordgdumethods, include a decision tree and Bayesian
classification model. Finally, according to userdabto prediction preferences.

There are 3 advantages of recommended algorithedbais items content. First, as long as history déat@rget
users has scale, better user model can be buiierGparse user data does not affect predictiotprige due to
similarity between recommended items and user tyigtoeference. It is easy to give recommended @&gpian;
third, as long as the content information of neems$ can be extracted effectively, recommendatian lua
completed.

Its main limitations are as follows: First, there limitation to content information that can be raxted
automatically; non-text content items depend atohanual labeling ; Second , only the items siniifathe history
of the user preferences can be recommended, whikhle problem of over-specialization; third, Iftike historical
data or even the new user with no historical ddte user model is not accurate, can not effelgticomplete
recommended.

1.2.3 RECOMMENDATION ALGORITHM BASED ON USER EMOGRAPHICS

Users have their demographic characteristics (Deapdic Features), including age, sex, occupatichretionality.
They are important clues to reflect user prefergnsach as the differences in interest between aadefemale
users and the user's preference of different agelkendifferent.

In1997, Krulwich [13] presented a method to achiéive recommended characteristics of the user aicmpid
demographic. Users can be divided into 62 categauging demographic characteristics in advanced e
category of the target user in the forecast, aad thkcommend items other users prefer to him.

The biggest advantage of the recommendation afgoritased on user characteristics is to solve astalt in the
new user problem. For new users without no histbtiehavior, this method can use their registraitndormation
to complete personalized recommendations in sonye wa

The biggest drawback of the method is coarse gaaityil The reason is that: there is a limitatiorthe registration
information on the one hand; on the other hand;suee unwilling to provide truthful information.

1.2.4 RECOMMENDATION ALGORITHM COMBINING VARIOUS NFORMATION

The recommendation algorithm based on collabordtitexing use historical data for all users to Idua unified

model, which is widely used. However, this methsdsensitive to data scarcity especially during csiairt.

Personalized recommendations can not be achiewedh& modeling of recommendation algorithm basedems

content, users’ preference for items content ateaffected by the relevant historical data scardityen for new
items, more accurate recommendation can be achi®eedhe modeling of algorithm based on user deaplycs,

the user class divided by user characteristicepeates for items is not affected by historicahdatarcity related
to the user. Even for new users, certain persathlizcommendations can be achieved. In summargpdentages
of these three methods can complement each othereThas been a lot of research work on how tsose data,
user features and feature articles.

In the Netflix Prize competition recommendationalthm based on the implicit factor model demortstiaits
superiority: a high prediction accuracy and straieglability. Many researchers carried out reseamttow to
introduce user features and items feature in w8sid under the framework of the model. In 2009k P¥4]
proposed the use of user characteristics and &saauticles to establish linear regression modélefithe cold start
begins, user or object features can be used temgit prediction. In 2009, Agarwall [15, 16] propdsa method
to construct the regression model of charactesistied items features as an implicit factor in therp model
parameters, which will consider the effect of usard items characteristics. In 2010, Gantner [1@ppsed to build
a mapping from users and feature articles to inmplictor parameters, which can be calculated fow msers or
new items by mapping the relationship to solvedblg start problem. In 2011, Chen [11] in the KDDgCmusic
recommendation algorithm evaluation presents aofusif time characteristics, musical hierarchicatdees,
implicit feedback and neighbor characteristics igipfactor model. In 2012, Manzato [18] proposssed on the
style of movie recommendation algorithm. First, lthua user preference matrix movie style, and thehtbe
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preference for implicit factor vectors of users fmatrix factorization. Next, algorithm based on fh@mework
complete the recommendation under the frameworkdan user-neighbour.

2IMPLICIT FACTOR MODELS

2.1 IMPLICIT FACTOR MODEL BASED ON GRADIENT DESCENT

2.1.1 THE MEANING OF IMPLICIT FACTOR

Implicit factor is able to explain the implication§user generating the preference for items .

Take user preferences for movies for example. Dgioas of implicit factor vector may correspond tepecific
movie features, such as the film is a tragedy asraedy , action movies or cartoons , etc. ; It miap be associated
with certain abstract characteristics, such asith of the characters and the quirkiness ofestpstory etc. ; may
also be more subtle and cannot generalized by pedfders’ implicit factor vector is portrayed inetluser
preferences for these features.

2.1.2 IMPLICIT FACTOR MODEL BASED ON GRADIENT DESENT PROFILE

Uzerl ] gj) - Goodsl
o . —®

User? i g 7 GoodsZ
Q@< TN

UserH - _{Dfl}. _ GoodsM
@ “ —0

Figurel Structurelmplicit Factor Model

As shown in Figure 1, implicit factor model presensers and articles in a united k-dimensional espAdbitrary
items “” corresponds to implicit factor vectog;JR<. The dimensional weight @f measure the degree of

matching the characteristics of the goods and ¢heesponding implicit goods, positive rating suggamnsistence
while a negative rating suggests inconsistence.ritimber marks the level of degree. Any user “uresponds to
implicit factor vector. Each dimension ¢f measures that users degree of preference for thesponding implied

items characteristics.

Implicit factor vector of all users and articlesn®del parameters to learn. Users and the dot ptedi implicit
vectors factor user are preferences for goods atimconsidering all the implicit factors. Prefererevels
reflected on the users rating, its predictablegpast such as (2):

£, =a"p,

2
p,OR @
qOR

Implicit factor models are available through masirgular value decomposition techniques. Howehisr tnethod
in the complementary matrix process will introdackt of noise, and dense matrix decomposition wo@plexity
and space complexity of storage is too high, wisimhld not be applied in a practical system.

In order to address these shortcomings, Funk [8H ugadient descent to optimize the predictionrsraf the
training set and learn implicit factor parametekithough the method don't directly decompose sapninatrix,
many documents still refer to this method as "reoemdation algorithm based on matrix decompositidrie
prediction of implicit factor model based on gradielescent method has high precision, low comprtati
complexity, and strong scalability. It has beenniwst mainstream recommendation algorithm in regeats.

Loss function is equation (3). The first part of foss function is the prediction error of therinag seb, . To avoid
overfitting, include regularization in the loss &tion (4) and punish the extent of, the model patansgy andp, . A
And ), reflect the normalized intensity.
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C(D) = o, (=) ¥reg €)

bias, =+ + 1, 4

Stochastic gradient descent is the basic optimétgdrithm in optimization theory. Find the directiof the fastest
rate of decline by evaluating the partial derivesivwf parameters and follows the direction to ojzénthe parameter
model. Scoring algorithm iteratively update parareby using each training.

First of all, forecast scores by using current ni@ded calculate the corresponding prediction gsjr
&=L~ fui (%)

Then update parameter along the gradient direciahiterative formulas are (6) and (7). “r" is fle@arning rate
(learning rate).

M=+ y e —A ) (6)
Hy =, +y e, = A, 0,)

p, = p,*+ye,0g-4,0p) )

2.1.3 INTRODUCTION OF BIAS IMPLICIT FACTOR MODEL ROFILE
Researchers suggested that users rating the itpendg not only on the user preferences for goody, atso be
affected by other factors.

Different user's habit of scoring variations ditgdffects the ratings. For example, in1-5-poinbrétg system,
generous users may give 5 points to their favitetes and give 3 points to items that they dislifele demanding
users may give 4 points to the items they dislik@ give 1 point to items they dislike.

Widespread popularity of items can also affectrditings of items, such as the score of highly acwd film is
above the average.

Thus, it is not reasonable to only consider the pseferences for goods when score is predictedoRemendation
algorithm needs to consider the impact of userstaagroduct itself, usually by introducing biasag) achieved by
means of:

bias, = 4+ 14 + 4, (8)

In equation(8), the bias consists of three par@vierage scoring: the global sense depicts thedngiaapplication
scenarios on scoring; items bias (item biasshows the deviation caused by the quality of itémesnselves; user

bias (user bias), , means the deviation caused by users ' scoringshab

Predictive equation for the introduction of biastteé model is(9). Rating consists of two partsskdad the degree
of user preferences for goods. In bigs,is the average scoring of the training sgandy, are model parameters to

be learned.

fy =bias, +q" p )
Loss function is accordingly amended to:

C(D,) = om, (L —F) +1eg (10)
reg=A0q [ +A,0 p 07 +Au°+ A 17 (11)

Use each training sample to update model paramietersictively by using stochastic gradient deseeethod. As
regards the new parameterandy , update formula (12), (13) like this:

Ho= p+ e — A T) 12)
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qu = qu + ymeui _/14 Ij'lu) (13)

Experiments have shown that introduction of bidsatively improves the model's forecasting perfonc@ The
model known as BiasLFM, is the most classical inipfactor model. This paper regards this modghasbaseline
model.

3.INTEGRATION OF EXPLICT AND IMPLICIT FACTORS MODEL

The score data of recommended systems is ofterersgly sparse. The learning process of approactes th
distribution of the data itself, but it has diffljpwhich uses characteristics of characterizingrysreference fully
and truly. This paper proposes a solution contena alue to reflect users ' demographic and festthre user
preferences. Adjust the model structure, and giliddraining process.

3.1 THE EXPLICIT FACTORS

In an implicit factor model, the significance ofpfitit factors is to explain hidden reasons forrisspreference. In
everyday life, however, there is some explicit doeaeflect user preferences. User preferences bmagaused by
certain characteristics of items. For example, sispreferences for film style or certain actor oredtor.
Demographic characteristics have effect on the'siggeferences, such as different movies may atttidierent
audiences: some are preferred by male audiencds, ethers attract more female viewers. Some aréhi® young
group, while others are more suitable for olderi@ncks.

3.2INTEGRATION OF EXPLICIT AND IMPLICIT FACTORS MODEL

Users and the characteristics of the goods is ithgoitant clues to reflect user preferences andgbiirese
characteristics in the model as the dimension pfiek factor. Introducing an explicit factor, ohe one hand, can
relieve the over-training issue easily caused hbly fdata-driven implicit factor model; on the othband, cold
starting problems can also be eased. When theisisenew user or goods are the entry of new gabedsexplicit
clues can be used to achieve a personalized farecas

3.2.1 THE DESCRIPTION OF MODEL

By empowering part of the factors explicit meaniggiding the training process can mitigate the dxe&ning
defect easily caused by entirely data-driven inipfiactor models. However artificial summary retfiag user
preferences is inadequate. Hence, there is a naethin some implicit factor dimension as a supet.

Goods

Figure 2 Fusion Explicit and Implicit Factor Model Structure Diagram

Users and items are no longer represented by veopiicit factor, but by the fusion of the vector explicit and
implicit factor. The model structure is shown imgie 2. Factor vector is made up of three parts:

1. Implicit factor vector: the dimensional fackoon top of the diagram is used to characterizeirtipdied factors
that affect user preferences;

2. An explicit factor vector corresponding to treeudemographic characteristics: dimensional fagtothe middle
is used to characterize the effect of user chatatitss whether on user preferences. The valuesef for each
dimension means that the user has the appropiategiaphic characteristics; each dimensional vefube items
portray the degree of preference for items of amoading user characteristics.

3. An explicit factor vector corresponding to thentent features of items: at the bottom of the riigis used to
characterize the product characteristic effectasar preferences. The value of each dimension wepie degree of
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user preference for corresponding items feature. Vidlue of each dimension indicates whether thastbave a
corresponding character.

The factor vector usell is denoted ag, and the three sub- vectors are dengjeda, andy,, Factor vector of

item | is denoted ay,, and its three sub- vectors are denotaﬂ,a@andq .

Xu:(pu’au’vu) (14)
Y, =(q,w,b) (15)

Among, p OR . a,0OR' , v,OR , qOR , wOR , hOR , k is the number of implicit factor dimensian;

is the number of explicit factor dimension corresging to the user characteristigis the number of explicit factor
dimension corresponding to article characterigtiarametersg ,q, v,, w are obtained through learning,, and

b are known. The dimension @f corresponds to the characteristics not belongmghe useri and they

corresponds to the characteristics not belongingweoitemi a value of 0; on the contrary, the value of two
dimensions is C.

This article draws on bias items in Bias_LFM moddie first score of the formula (16) is biased it@nd portrayed
scenarios, user habits and score deviation caugélebquality of goods; second factor is the vedor product,
which reflects the degree of user preference éné

f, =bias + y" (16)
bias, =+ + 1, 17)

3.2.2 THE TRAINING ALGORITHM OF MODEL

The train model by optimizing the loss function§()lparameters. Optimization objective is to mirenthe training
set of prediction errors. To prevent over-fittirgularization term to loss function, and punishadhwlitude of the
model parametersy, A,, A, A,, A A, IS the regularization parameter .

C(D) =Y, (L —F) +reg (18)

reg=A 0 q % +A,0 p P +A2+ A2+ A Wi +2 1 y 02 (19)

The training method is stochastic gradient desoathod. Update the corresponding user and modehpsers of
items using each training sample. For explicit dacparameters, only update the explicit factor peat@rs
corresponding to the user and the existing featfréems.

EXPERIMENTAL SECTION

4.1 EXPERIMENTS SET

4.1.1 EXPERIMENTAL DATA

The experiments performed on MovieLens movie ratiata sets. Movie lens is the movie recommendatiginsite
created by the University of Minnesota Group Lergjqet group. Its ratings data from the data seeal user score
and the score range is 1-5.

Movielens movie rating scale data set consistshoéet different sets of data components. Table & lise

information contained by three data sets, the infiiion contained is marked by™ and the information which is
not included is marked with "x". MovieLens-1M datats have the features of user and movie, and scate is

large so experiments in this paper are done oMthgelLens-1M movie rating data sets.

The article also acquired other movies featuresifiloe Internet Movie Database IMDB (Internet Molliatabase) ,
including the actor, director, language, countrgt aalor .
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Table 2 MovieL ens Data Set Table Details

Information Moviel ens-100K Moviel ens-1M Moviel ens-10M
User number ( bit) 943 6, 040 71, 567
Number ( Department ) Movie 1, 682 3, 883 10, 681
Number of Ratings ( Article ) 100, 000 1, 000, 209 10, 000, 054
Rating timestamp N N \

Name N N \

Year of publication v N \
Feature film  IMDB link N X X

Style N N \

Age 2// 2// X

Sex X
User Features— o tession N N x

Zip Code N N X
Users of the film label x x \

4.1.2 DATA DIVISION

In order to verify the effectiveness and robustneSshe model, 5 -fold cross- validation methodc(bssing
validation) is used. The score for each user idoanly divided into five parts. Sequentially seleae of four parts
as a training set, and the rest part is randomigled into set and development set, which form fla¢a groups that
do not intersect with each other. Unless otherwigted, the results of experiments take the aveodghe five
groups.

From five training data selected randomly trainifaga consisting of 4 samples: 20 %, 40 %, 60 %,8neb. The
results are the average of the experimental rethdt§ive groups which are corresponded by 5 gteaiping set of
the same size.

4.1.3 EVALUATION INDICATORS
Evaluation indicators use RMSE (Root Mean SquamrgdrERMSE). The smaller the indicator is the highiee
performance. In the following formula,_is the set of test sample<$,;,i,rui>are the test samples, including the user

U, itemiand the corresponding rating items, is the predicted scores.

(20)

RMSE=

4.2 THE EXPERMENT OF EXAMINING TRAINING ITERATIONON THE PERFORMANCE
Baseline model of this paper is to introduce a bas implicit factor model denoted as Baseline pitioal model
parameters set is as follows:

In the training process of the method based onigmadescent, the iteration is an important paraméthis study
was designed to investigate the change of predmeidrmance of baseline model on the training detelopment
and test sets.

As the five experimental results are very simithe experiment only describes the experimentaltestione from
5 groups of data in order to analyze the impacperiormance of iterative rounds. Since optimizatoiterion of

the training algorithm is minimize the predictioma of training set. With the increase in the t@mnof iteration,
the prediction error (RMSE) of the training setleclining. When the iteration is too much ( in teigperiment , the
iteration count over 24 ), it began to appear ditgng , prediction error of test set and devela@nhset start
gradually increasing.

1.000
0.950
0000 ===
0.850
0.800
0.750 ——Training

0.700 - -g:{alnl}mu\l
0.650 Lo Testset

0.600
0.550
0.500

RMSE

1234567 891011121314151617 181920212223242526 27282930

Tterative rownds

Figure 3 Basdine M odel Performance Curvewith the Iteration Count Increases
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It can be seen from Figure 3, that the change afqaties of the test set and the prediction sgererally consistent.
Therefore, fitting phenomenon can be predicted m@liag to the change of the prediction error in dexelopment
set, and thus determine the iterative rounds ofitrg.

4.3 THE EXPERIMENTAL IN THE EFFECT OF THE NUMBER ORMPLICIT FACTOR ON THE
PERFORMANCE

Experimental aims are to investigate the influeotthe number of implicit factors on the performaraf baseline
model, and expect to find the number of implicitttas which can optimize model performance. Emairic
parameters set of the baseline model is consistétht the previous experiment, and the iteration ntois
determined by the developer sets. The number didinfactork increases growth from 0 to 500, and the stepping
in increase is 10. Figure 4 is an accurate indigafl est set RMSE varies with the number of impfactors.

As can be seen from Figure 4, when the number pfiéih factor is 200, the performance of the moidetiose to
optimal; if the number of implicit factor of the wnue to increase the prediction performance efrtiodel can
hardly be improved.

When the number of implicit factor is 0, the modah not characterize the user preferences for jtams the
prediction error is large. With the increase of tlienber of implicit factors, factors influencingetliser preferences
increase and the prediction error decreases. I6tioee data is the more perfect factors that mocktsdescribe
sufficient enough of affecting, the more the numisfemplicit factor, factor model can describe theer preferences
will be, and the higher the predictive performaig;eHowever, in the case of limited training datéat fully data -
driven implicit factor model approaches is the ritisition of data itself. Therefore, when the numbérhidden
factors is large, continuing to increase the hididetor can not further improve performance.
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0.850
0.840
0.830
0.820
0.810
0.800

RMSE

E

100
£ 120

plicit nmber of fastors

Figure 4 Baseline Model Performance (RM SE) Curve with the Implicit Number of Factors

4.4 THE EXPERIMNTS IN THE EFFECT OF EXAMINING THEIZE OF TRAINING DATA ON THE
PERFORMANCE

Experiment aims are to investigate the effect efgize of training data on the performance of theebne model.
The smaller the size is, the sparser the trainatg &. Experimental parameters of baseline mogtelssconsistent
with the previous experiment, the iteration cowntetermined by the development sets. The numbenmufcit
factor k equals 200. The results in Figure 5 aeeatherage experimental results which are correggabhyg 5 groups
of the same size of training data.

Figure 5 shows that the implicit factor model issigve to the training data scarcity. In this expent, if 20% of
the training data is only used, RMSE fell as musiY 87 percent. The reason is that there is amgéaslbe defect in
implicit factor model: Learning implicit factor pameters through fully data-driven approach that teay to over-
match training data. In the learning process, vihabnstantly approaching is the distribution o thata itself, but
not fully characterizes the user's preferences.iiteening data is sparse, the problem is moreaeri
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Figure 5 Basdine Model Performance (RM SE) Curve with the Scale of the Training Data
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4.5 THE EXPERIMENT IN THE EFFECT OF MODEL EXAMININGTHE INTEGRATION OF THE
PERFORMANCE OF EXPLICIT AND IMPLICIT FACTORS
The goal is to validate the fusion of explicit amgplicit factor model.

Baseline model is factor model which bias and timpigcal parameters set is as follovks= 200 , y=0.005,

A =4,=0.004, A,=A,=0, denoted Baseline

The experiment considers nine models of the integraf explicit and implicit factors, and introdeithe following
nine with correspondent features explicit factarstie model respectively: 18 movie -style , 3,2@80rs, 706
directors, released Year ( 7 ), the two kinds ibfn £olor , 73 movies countries , 104 kinds of filanguage’s , the

user's age ( 7-segment ) and gender ( class 2njpiriEal parameters set of the model is as folloks:200 ,

y=0.005, A =1,=0.004, A,=4,=0 , A, =A,=0.02C , ¢=0.4, the first 8 models respectively denoted

EFLFM-1, EFLFM-2, EFLFM-3, EFLFM-4, EFLFM-5, EFLFM; EFLFM-7, and EFLFM-8. The last model
introduces all available 9 explicit factors andlénoted as EFLFM (Explicit Factor and Latent Fatdodel).

Table 4 Relative to Enhance the Explicit and I mplicit I ntegration Factor Model to Predict the Perfor mance

Model RM SE | mpr ovement (%)
EFLFM 1.11

Table 3 Fusion Explicit and I mplicit Factorsin Prediction Performance M odel

Model RMSE

Baseline 0.8502
EFLFM-1 0.8466
EFLFM-2 0.8439
EFLFM-3 0.8433
EFLFM-4 0.8419
EFLFM-5 0.8420
EFLFM-6 0.8418
EFLFM-7 0.8416
EFLFM-8 0.8410
EFLFM 0.8408

Tables 3 and 4 shows that after the introductiortheke nine categories explicit factors in corresjitg user
features and articles feature, predictive perforeanf the model has been significantly improvedpdtiment 4.3
has been verified, when the number of implicit éacif is more than 200, continuing to increaseithglicit factor

can hardly improve the performance. This provesittigovement of the model of explicit and implic#lative to

the baseline model. It is not because of the isered some factor dimensions but because of thedattion of an
explicit factor. Experimental results show the atijnent of the structure of implicit factor model inyroducing an
explicit factor. Guiding the training process case over- training deficiencies of implicit facemd improve the
forecast performance of the model .

4.6 THE EXPERIMENT IN EXAMINING THE VARIATION OF THE PERFORMANCE OF THE MODEL AND
WITH THE SIZE OF TRAINING DATA
Experiment aims are to validate the performancthefintegration of explicit and implicit factor alifferent scale

training data. The smaller the size is, the spateetraining data. Figure 6 is the index curve ed&IMSE .
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g 0.900 "~
[ —e—Baseline
0.880 \\
0,860 T~ —=—EFLFM
Q
0.840
0.820
0.800
20 40 60 80 100

Training data extraction ratio(%)

Figure 6 Model Performance (RM SE) Curve with the Scale of the Training Data
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Experimental results show that the performancehefrodel of the fusion of explicit and implicit fac on the
training data is significantly better than the implfactor model. The smaller the size is, theheigthe training data
scarcity is and the more remarkable improvemetiag. Introducing explicit factor can effectivelyeaiate the
defects of the full data -driven implicit factor dwel is sensitive to sparse data.

CONCLUSION

This paper introduces implicit factor model wittagiterm as a baseline model and investigatesahmeniy iteration
count. The number of implicit factor and the tramidata affect the performance for the baselineanhtdough

three sets of experiments. Completely data-drivaatofs could cause defects in the training data mach, the
significance of explicit factors. On this basisppose a fusion of explicit and implicit factor mb@md use the
explicit factor to portray users’ demographic cleteastics and content features of articles onitmgact of user
preferences. As to the defects in the training data-match caused by the parameters using metifddly data-

driver implicit factor model. Finally, the validityf the model can be verified through experiments.
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