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ABSTRACT

Present denoising algorithms of salt and pepper noise have many problems, such as high time complexity, neglect of
the image edge and drawbacks of the details management. In order to get rid of these problems, this paper presents
an algorithm of denoising salt and pepper noise based on edge classification. The algorithm first applies mesh
division to denoising algorithms of salt and pepper noise. The edge mesh and non- edge mesh are processed by
different methods. Experimental results showed the proposed algorithm could obtain higher Peak Sgnal-to-
Noise-Ratio value and protect the edges of images. The research in this paper would have great significance to
improve the quality of image.
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INTRODUCTION

Information-rich images are important media and msda transporting information. The way to accass process
image data has become the focus of present imagiest However, lack of ideal interference-freeedgon

environment in reality means that images will itably carry various noises for the duration of asigjon,

processing, transportation, and storage. Noise jamrrings grey scale distribution mutation to thginally

uniformly and continuously changing images, ancegivise to illusory edges or broken outlines fardoict images
as well. As a result, image quality as a whole riletates. This may lead to image blur that affetssial perception
on the one hand, and impede geometrical paramegeisition for product edges on the other hand. midale, in

follow-up image processing, great difficult willis& concerning edge detection, image segmentadi®mwyell as
shape identification and classification. Commonetyf noise include Gaussian noise, Gamma (Irelandye,
Rayleigh noise, exponential distribution noise,farm distribution noise, and salt-pepper noise.akdnt image
pixels usually have great correlation and approtmgrey values. Nevertheless, since there is aregiaocy
between grey values for neighboring salt-peppesepixels, any image detail with a spot of saltgemoise may
be severely damaged. Thus, salt-pepper noisedgiaus matter to images.

Among algorithms of salt-pepper noise removal ahé@nd abroad, the conventional median filterimgg@thm [1]
tended to generate errors and image edge blurddbement hence presented a modified algorithm lbfpspper
noise elimination. An improved extremum and med{HeM, for short) filtering algorithm was introducelly
document [2], which treated any point whose cermtiel was equal to the maximum or minimum greyueaih the
window as a noise point. This measure achieved rbetier effects than the traditional median fikgralgorithm,
but had a higher false identification rate. Latlscument [3] proposed an adaptive weighed windolvpsgper
denoising method on the basis of extremumdenoisieg, which introduced the concept of grey valdéedince
and devised pixel weighs for denoising performagigckeancement. But this method increased time corntplexa
large extent. Compared to median filtering algaoniththe weighed mean filtering method [4] employedren
information of signal points, but gained mere dff@e images with even noise distribution. On thasib, document
[5] put forward an adaptive switch weighted medi@BSWM, for short) filtering algorithm that conducte
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hierarchical noise detection and processed noisesply weighted median as well, whereas complicattuations
could not be handled with this algorithm becausdtipie levels of detection had to be done in adixe window.
For the adaptive median filtering algorithm [6]etkize of denoising windows was decided by degoéawise
interference, but the latter one was difficult ttemtify. The corresponding improved adaptive medidaring

algorithm (IRAMF, for short) [7] chose window sizascording to noise; however, when the window waarged,
computation volume rocketed. Document [8] proposedimilarity function based adaptive weighed fitigr
algorithm. By adaptive weighed noise eliminatiorthncharacteristics of detail preservation, this hodt offset
shortcomings of local extremum false identificatifor salt-pepper noise detection algorithm. Documi

introduced a new-type high-density salt-pepperenéigering algorithm, which had fine denoisingexf on nothing
but high-density silt-pepper noise and was endowigtdl high time complexity as well.

Two main problematic aspects for present salt-peppése filtering algorithms are: (1) high time colexity and
overly detailed computation. The requirements fealdtime image processing hence cannot be satisfd
Overlook of image edge conditions, and insufficidatail processing, which cause edge blur for demtbimages.
To address the above two issues, the paper présantalgorithm of edge classification based sabppe noise
removal on the foundation of mesh generation. Bititining edge meshes and non-edge meshes, ther pap
differentiated denoising methods between them.

RELATIVE DEFINITIONS

Definition 1: edge mesh, namely meshes contaimmage edge pixels. This concept comes into beirggitee for
preservation of image details and edge charadt=igacilitating faster and better edge pixel m®sing. In general,
it is highly likely that areas with marked changegrey values fall into image edges. Here is tlay to identify

edge meshes: Prewitt operator [10] is employedetecting edges of the original imade: ), and the detected

image edge is defined f§ x, y). With certain width in most cases, inspected ediyesedge regions in other

words. However, there is no need for precise locain the paper, instead, the task is to find @lgeemeshes in
images. Therefore, it is deemed in the paper theshes containing edge regions are edge meshesioaredge
meshes without edge regions.

Definition 2: noise location. It is expressed aofws, and N; denotes pollution oﬁ- noise.

N = { 1, max{Wp(S;;)} — 8 = S;;OR S;; < min{Wp(S;;)} + 8 )
Y 0, oterwise

where/, (S;) represents the presed; -centered neighborhood, is a range parametemin{W,(S;)} denotes the
minimum grey value among pixels in windoW; (S;), and max{\; (S;)} denotes the maximum grey value
among pixels in window, (S;) .

Definition 3: Peak signal-noise ratio (PSNR, foos) the most frequently-used measurement pararoéienage
fidelity. The larger PSNR is, the closer to thegoral image the denoised image is. PSNR is expilesse

M x N x 255°
PPNSR =10lg M N . 2, (2)
E_jlzl[F(m, n)—-F (m n)]

whereM and N denote image size§(m, n) represents the grey value of the original imagel & (m, n)
represents the grey value of the denoised image.

DESCRIPTION OF THE ALGORITHM OF MESH GENERATION FOR IMAGES

Figure 1 shows the proposed adaptive algorithm eshhgeneration for images in the paper. The bhsieght is:
pixels of the grey scale images to be generatededeered to in determining mesh sizes and its rersibThen,
image pixels are partitioned into different meskagh of which decides the pixel's neighborhoodd Aach pixel is
located at the center of its neighborhood. Thissuemassures the accuracy of pixel generationeStach pixel
corresponds to one mesh, the amount of task taletécthe grey values can be reduced as there iec@ssity to
conduct a second pixel traversal for the imageeHee steps for the algorithm:

Determine the pixel of the grey scale image to lmegated, which was assumednasn for this time.
Correspondingly, anx mtwo-dimensional array was generated®sgy — P, where each unit (represented by P) in
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it was a container to house a pixel.

Traverse image pixels for the edge valuesax(x) . min(x) . max(y). min(y).

Calculate side lengths{ength=max(x)-min(x)and ylength=max(y)-min(y)) of the unit, and choose the
larger one L =max(ength,ylength) for calculation of L/n,L/m . Determine the unit length as
t=min(L/n,L/m) (corresponded to the pixel form, and each unit érttesh was square

TakeL as the total mesh length, and produce a squafelwéds the length. Set the initial location alohg X
direction to bestart _x= m'n(x) )

Traverse the image. Conduct computation on eachntpoP: tn =(p[X] - start_x)%t+ 1 and
tm= (p[y]— start_y) %t +1, where ‘“%” denoted exact division.Then, put each point Rhie container of the
unit Array - P[tn][tm] .

For the above algorithm, a mere 2n number of cywi@s done to image pixels (if there were n pixéléganwhile,

as the square length was determined to be L, amanthimum length was taken for partition, this altfon thus
obtained more even distribution of meshes, andftaiddation for the following step of salt-peppeise removal.

Y

(xe,y0)

Figure 1: The proposed adaptive algorithm of mesh generation for images

DESCRIPTION OF THE ALGORITHM OF EDGE CLASSIFICATION BASED SALT-PEPPER NOISE
REMOVAL

On the basis of the above mesh generation algorithenpaper proposedthe algorithm of edge classifin based
salt-pepper noise removal. The fundamental ideander the guidance of Definition 2, traverse thesimfor noise

points. If there was no points whose pollutant ¥as1, no image processing was needed in the meshegrié tvas

noise points in peripheral meshes (marked as W8, sirould decide whether W was edge meshes accotaling
Definition 1. If identified as non-edge mesh, Wsldoundergo calculation in the linear classifier tbe mean value
among different types, and use the most approximgatiean value to replace the noise point. If M idastified as

edge mesh, the mediaM; of pixels in W should be compared with the grejueeof the noise point. If the grey
value was larger, one ought to search for pixelght®ring the noise point as a priority or for mesmeighboring
the mesh containing the noise point as an altamaiitil k pixels had been found whose grey vakiseeded/; ;

the average grey value of the k pixels was marlse‘élj'a andAJ' was employed to substitute the noise point. If the
grey value of the noise point was smaller tNgn one ought to find k pixels neighboring the nogsent whose

grey values were smaller thixh ;calculateAj' . andAj' was employed to substitute the noise point. Toe tthart
of the algorithm is shown in Figure 2.
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Figure 2 Flow chart ofthe algorithm of edge classification based salt-pepper noise removal

For this algorithm, different methods were usegnucess edge meshes and non-edge meshes. Splgcifical

Since the pollutant df was N; =1, B was regarded as a noise point.The set of all gadyes of non-noise
points in the meshG (P;) was marked &@8,(F)),G,(R)={P,,IN,,,=0 P0G (P )],

If G (R)) was a non-edge mesh, the eigenvecter (x,, x,, [IIX,)" represented the linear array of all salt-pepper
noise-free grey values. The expression of the ithnear identification function was:
g = V\jlxl+vviZX2+D]]]}\NidXd +tW,

= ZV\llkX+V\/iO
k=1

g (¥ :VViTX+\NiO’i:1'2’[de (3

Where W. =[w;, [, ]T was the weight vector, ant,was the threshold weight.
Identification function g(X) = g,(X) —9,(X) ,

Decision level: g (X) = g,(X) —9,(X)=0

The mesh pixel was classified into two types.

Calculate the average grey valui of pixels in each of the two types Gf(P)) , A, = average{G,(P,)} . Replace
P with the most neighboring value ofy, , and recordG; as the grey value of} . No treatment was done on
the rest pixels, thuss, =A, .
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Calculate the mediad; of points in the mesiM; =(Gx *Gin) /2, where G, denoted the maximum grey

value of all non-noise points in the mesh, afig,, denoted the minimum grey value of all non-noisnsoin the
mesh.

If G(R) was an edge medB, andM; were compared to determinate neighborhood KpWhen G, > M, ,
neighborhood k of B was equal to the grey values of all non-noise goivttich were larger tharM;; ; similarly,
when G; <My | all of the grey values of neighborhood k & were smaller thaM;; .

Calculate the average grey valug, 'of the neighborhood k off , and substituteG; with A; *, namelyG;=A; " .

1)-3) were the denoising algorithm for non-edge lmes and 4)-6) for edge meshes. In the procesnae pixel
denoising under mesh generation, efforts have Bpaned to take neighborhood size into account, tadscing
time complexity. Noise removal in edge meshes exssmore proper treatment on edge pixels, and carpaéserve
image details and edge characteristics better.

ANALYSISOFTIME COMPLEXITY FOR THE ALGORITHM
There are two parts in the proposed algorithm gieedassification based salt-pepper noise reméwalthe mesh
generation part, 2n cycles were done to image pifiethere were n pixels), thus the time complexitas equal to

O(n) . For the denoising part, there are two sub péns,edge mesh denoising method and the non-edge mes
denoising method.The most time-consuming part énnibn-edge mesh denoising method is to partitioshmpéxels
linearly, with the time complexity ofO(h) , where h denotes the number of pixels in non-edgshes.Similarly, the
most time-consuming part in the mesh denoising atkth to search for neighborhood k of noise paimtsieshes,
with the time complexity ofO(m) , where m denotes the number of pixels in non-emgshes. Since it is
impossible that m exceeds n, th@m) is smaller thanO(n). To be concluded, the time complexity of the

algorithm of edge classification based salt-pemmise removal i©(n) .

Compared to other existing algorithms, the algamithf edge classification based salt-pepper nois®val takes
priority in the aspect of time complexity.For inst&, the time complexity of mean filtering algonttisO(mxn)

[11], and that of the conventional median filteriagorithm is O(n?) [12]. For the improved IEM filtering
algorithm, the most time-consuming part is to cltineighborhood when each pixel needs to be rsade thus
the time complexity approximate®(n?) ; although weight is added to the weighed mean ifiitealgorithm, its

time complexity is not affected and, instead,remambe O(mxn) ; Noise acts as the model center of the ASWM
filtering algorithm; therefore, when the noise dgns high, a double traversal is a must, whickutts in more time
complexity than O(n) . For the adaptive median denoising algorithmegts much time to order pixels in windows,

and the theoretically minimum time complexity fadering n pixels isO(nxInn) [13]; in the IRAMF algorithm,
as different windows are enlarged, computation w&s increases drastically, thus the time complesityeeds
O(nxInn) . All in all, the time complexity O(n) of the proposed algorithm of edge classificaticasdnl
salt-pepper noise removal in the paper is smdilen that of any other existing salt-pepper dengisaigorithms.

RESULTS

Simulation tests were done for the proposed sagpee denoising algorithm in the matlab softwarelotel(R)
PENTIUM(R) PC with a dominant frequency of 2.7 Geizd 4.0 GB RAM. Considering time complexity and
denoising effects of the aforementioned algoriththg, paper chose the improved IEM filtering aldamit the
improved IRAMF algorithm, and the ASWM filteringgarithm as a comparison. The popular image of Leaa
selected to be the basis of image comparison. iMghntention to verify the proposed algorithm’'sidising effects
and image detail preservation capacity, the papgrdofor PSNR and image edges as experimental péeasnThe
difference between denoised images and originafj@mavas mainly employed as the objective evaluatiandard
in measuring image quality. PSNR is the most conmipaosed measurement parameter of image fidelitgl,iemage
edges are one of the important attributes for atamge. Both of them describe or identify the saist and provide
valuable information for explanation. Thereforeg thaper conducted two tests on PSNR and image .edges
Experimental results show that the proposed algoriof edge classification based salt-pepper n@s®val in the
paper achieves high PSNR and preserves imagesietll
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Experiment 1 the objective experiment With PSNRhascomparative parameter, this experiment addégaaper
noise to the original image to from noise-pollutehges with the noise ratios of 0.2, 0.3. 0.5, 0.6, 0.7 and 0.8,
respectively. Figure 3 compares PSNR of the fogorthms, namely the proposed algorithm in the pafie
improved IEM filtering algorithm, the improved IRAMalgorithm, and the ASWM filtering algorithm.
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Figure 3 comparison between PSNR of the four algorithms

As can be seen from Figure 3, PSNR fluctuates Igréat the improved IEM filtering algorithm and th&SWM
filtering algorithm, with lower values when noisatios are high; PSNR for the IRAMF algorithm staysre stable,
but is lower than that of the proposed algorithrthie paper, whose PSNR is the highest among theafgarithms.
The reason is that after mesh generation, the ctadpmedian of linearly classified pixels in non-edmeshes
approaches the ideal denoised value still furtaed, that the edge mesh based denoising methodsattowmage
edge by preserving edge information. In other wotle denoising effect of the proposed algorithnthi@ paper
outbalances that of any other three denoising #lgorinasmuch as the edge classification measutakisn in
salt-pepper noise removal.

Experiment 2 the subject experiment
To verify the denoising effect of the proposed alpon in the paper, the author provided a comparisetween the
original image and the noise-polluted images with hoise ratios of 0.2, 0.5 and 0.8, respectivialysigure 4.

Figure 5-7 shows the denoised images with the raises of 0.2, 0.5 and 0.8, respectively that unegat the four
algorithms.

@) (b) (© (d)

Figure4: Theoriginal Lenaimage and the salt-pepper noise-polluted images with the noiseratios of 0.2, 0.5 and 0.8, respectively

(a) IEM (b) IRAMF (c) ASWM (d) the proped algorithm in the paper

Figure 5: Denoising effects of the four algorithms on the salt-pepper noise-polluted image with the noiseratio of 0.2
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() IEM (b) IRAMF NASWM (d) the proposed algorithm in the paper
Figure 6: Denoising effects of the four algorithms on the salt-pepper noise-polluted image with the noiseratio of 0.5

(@) IEM (b) IRAMF  (c) ASWM (d) the proped algorithm in the paper
Figure 7: Denoising effects of the four algorithms on the salt-pepper noise-polluted image with the noiseratio of 0.8

As can be seen from Figure 5-7, when the noise ratas low as 0.2, all of the four algorithms ediminate all
noises on the one hand, and preserve image detailse other hand; however, there is still a fewge® left for the
improved IEM filtering algorithm. When the noisdicais 0,5, the denoising effects for the improVE# filtering

algorithm and the the ASWM filtering algorithm aneakened, and the denoising performance for tHeMIR
algorithm begins to be lowered down, the image beeg blurred. When the noise ratio is as high &s @l of the
four algorithms lose image details to different &g, but the proposed algorithm in the paper hasbest
denoising effect in comparison with other three sorl@ summary, no matter what the noise ratio hs, noise
removal capacity for the proposed algorithm inglaper is superior to that for the rest algorithms.

During the process of noise elimination, the problef edge blur is inescapable for existing saltgezpdenoising
algorithms. Figure 6-7 proves that the proposedrdalym in the paper can comparatively preserve emadge
information well under medium and large noise matito verify the ability for it to protect image glfrom being
blurred under small noise ratios, the paper tathateahe hat part of the original Lena image assshim Figure 8,
and compared the corresponding denoised images tiraaction of the four algorithms in Figure 9.

Figure 8: Thehat part of theoriginal Lenaimage

(a) IEM (b) IRAMF (c) ASWM (d) the proped algorithm in the paper
Figure9: The hat part of the denoised L ena images

As can be seen from Figure 9, the image with sn@ie ratios can be denoised better by the propalgedithm in
the paper than by the rest algorithms. To sum apnatter what the noise ratio is, the noise remoaphcity for the
proposed algorithm in the paper is superior to filiathe rest algorithms.

CONCLUSION

To address problems in existing algorithms of pajtper noise removal, the paper presented an godf edge
classification based salt-pepper noise removal hen foundation of mesh generation, differentiatirgnaising
methods for edge meshes from those for non-edgbere3est results show thatafter eliminating sefiger noise,
the proposed low time-complexity algorithm of ga#fpper noise removal in the paper assures imagéygaad

preserves image edge information well. The authtends to undertake research on an optimized &hgorfor

detail-rich images in the foreseeable future.
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