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ABSTRACT

Sudy the concept of similarity is the basis to achieve semantic interoperability in the Semantic Grid, but also
knowledge representation and information retrieval in an important research content. In this paper, the 1SA
hierarchy ontology relationship, considering the degree of semantic overlap, semantic distance, level, depth, level,
based on the gradient to other factors, presents a conceptual ontology similarity calculation. Experimental results
show that the method and the method and the subjective judgments compared to traditional computing methods to
improve the accuracy of computer similarity.
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INTRODUCTION

Semantic Grid is based on the semantics of Sem&wib technologies to represent and representedridy g
computing architecture technologies. It is desdibg standardized and articulate including commutistorage,
databases, services, and other semantic cont@rfbafation resources, provide an open, safe, trdand scalable
management architecture to solve complex networknpeing environment, and information distributed
collaborative sharing problems.[1] The key pointhiat all resources, including services, all witthachine-process
able way to describe, its goal is to achieve seimamteroperability.

Since 2001, Semantic Grid research began to reegigation, but is still in its infancy, there arany key issues
must be resolved. In the semantic grid systemetlaee a lot of resources can be shared and heteoge grid

services, semantic similarity calculation is toaé$ish the semantics of these heterogeneous dstiason in

important ways.

The concept of ontology-based semantic similariticaation, there are many industry-related reseakccording
to the definition of ontology model, ontology mapgi methods can be divided into: Based on the cdnokp
grammar, based on the concept definition, baseth®@mroncept instances, and based on the concaptwsts. [2]
These methods are reflected to some extent th&oredhip between the concepts in the mapping psoces
reference information includes these aspects, acih éndividual information cannot fully reflect thelationship
between concepts. The definition of the concephiofrmation concept main consideration synonymeaset feature
set, the string comparison by calculating the siritif of the element name, this method only corsidée
definition of the concept of information, when th@me of the entity is not given in accordance Wit concept of
meaning, and only when a mere symbol, concept aiityilis calculated using the definition of the cept of
information would not achieve very good results.afples of information distribution concept embodibke
concept of an instance in the case of a complétefdastances, instance information can be usechtoulate the
similarity concept concepts. When an instance efabncept is not sufficient, the result instanderimation with
the concept similarity computing concept is notumate. The concept of structural information refiete structure
of the main body, namely the relationship betweencepts semantic level, if only the concept of ctral
information to calculate the concept similarityeththe calculation result is inaccurate.
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In this paper, the combined effects of variousdexbn the semantic similarity, the traditionalaalthm is improved,
the use of the ISA on the relationship between logto structure, according to the concept of sentantierlap
degree of internal ontology, semantic distance, @oat levels of depth within the ontology a variefyfactors to
calculate the semantic similarity between the cptxe

COMPUTATIONAL MODEL OF SEMANTIC SIMILARITY
1. Ontology and semantic similarity
In the ontology, knowledge is the use of classestances, relations, functions, and axioms to tdwedardization of

the five primitives. Therefore, ontology can be mgsed by a group of five dollagz= €, ’R’F’A). Where,

C.I.RF,A denote concepts, instances, relations, functians, axioms. Classes in the ontology are often
classified organization to the concept of formthasfive basic primitives to describe the conc&pt [

(1) Class or concept: that is a collection of ot§eabstract objects of reality. Used to definegbeeral framework,
which includes the name of the concept, and thatiogiship between concepts of collection, and desdahem
using natural language.

(2) Relation: concepts and that concept in the fidlinteraction between the n-dimensional forms loa a subset of

the Cartesian product deﬁnelg:' Cyx Gy xIIIxC, o

(3) Function: refers to the special relationshipisTrelationship can be in front of all the elensetd uniquely
determine the next element..

(4) Axiom: a theoretical system that is recogniasdhe true proposition.

(5) Instance: instance of a specific element thété object.

Concept of similarity is the existence of semawrtimcepts in the ontology association, the concémemantic
similarity is defined as follows:

Definition 1 When the ontology of the two concepts some common characteristics, then they havitastias,
similarity is expressed as:

Smle;.g;) =50 (0) &

Definition 1: When the ontology of the two concepts’e some common characteristics, then they hmikasties,
similarity is expressed as: 19 s the adjustable parameteq, is an integer. If the two concepts are identitiad,

i ) L) >
shape is 1, the% m(e, ’e“) S
threshold

, the two concepts have a certain degree of sriiﬂ];;rilaS is the set similarity

The concept of semantic similarity calculationasestablish an important method of semantic asogidn data
mining, artificial intelligence, information retnial, WEB services and other areas found to plajmgrortant role.
Concept belongs to the ontology in accordance wWith classification, the concept of similarity intiee same
ontology in the concept of similarity and conceptsinilarity between heterogeneous ontologies. Tduacept
involved is from the same ontology.

2. The calculation of semantic similarity

"Semantic similarity" There are two related conesgptamely "semantic relevance" and "semantic distdn
Semantic similarity is the degree of word and meg@ran be replaced by the degree of compliancesantntic
relatedness refers to the degree of associatiovebetthe words.

In the ontology, all the concepts are organizeduting to the relationship in a classification lewetwork, by
calculating the level of any two concepts in thmastic network to measure the distance betweewdheepts of
semantic similarity.

For the calculation of semantic similarity, thene awo main ways: First, based on two conceptshef rmost
informative common ancestor node to measure thidasity of two concepts, the concept of informatikmown as
the volumetric method; the second is a computeedas the concept of semantic distance the modete@tly,
many semantic distance calculation, but most asedan WorldNet [4] The main idea of the classtfaa tree
method is the use of tree structure, the concepienérchical classification of the ontology, whigfpically is based
on the recommended upper shared ontology (Suggékipdr Merged Ontology, SUMO) concept hierarch tre
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algorithm [5-6]. The algorithm need only considiee tontology in the relationship between the coreebtupper
and lower (SubClassOf), regardless of the ontologyther binary relations, but the algorithm of thrgology in the
concept of structural information and semantic rinfation with less, making the semantic similarigugh
calculation. To be able to use the ontology in ptieh binary relation, proposed an algorithm basadHow Net.
The essence of the algorithm HowNet lexical sersans the soul of the relationship, but the aldwnitignores
some of the semantic distance of factors, sucheasdncept of node depth, breadth, and so on.

The concept of domain ontology in the current stiglyhe similarity of the concept of using the tiglaship
between the upper and lower bit calculation, igmprihe other semantic information, affecting thitienship
between the concepts of similarity calculation. i&inty, in the use of a large number of other rielaghips is how
to influence the synthesis of similarity. Constititby the relationship between ontology levelsla$sification, the
root node is an abstract concept, with the levgireferences, the more specific meaning of thegoinclearly, the
semantic distance of two pairs of the same contleptmore at the top, the similarity also too spedl the level of
similarity with the concept which related.

3. Semantic similarity of the factors considered in the calculation

Ontology and semantic similarity of concepts in toecept of semantic overlap between the degressmfintic
distance, there is a certain level of depth of icbp@herefore, the calculation of similarity in tbatology should be
considered in the above three factors.

Definition 2 Degree of semantic overlap is the @piownithin the ontology contain the same numberafcepts, it
shows the degree of similarity between the two ept. If using a(ni) said the number traced back to the root

node, thers(n, nj) , said the concept oh , n, degree of semantic overlap.
S(ni’nj) :a(ni)ﬂa(nj) (2)

As in Figure 1,s(n,,ny) =2,s(n,,n;) =3. Can be seen, the concept of semantic similany semantic
overlap is proportional to.

ofilie
Q@ Q: @G@

ISA >

Fig.1An ontology concept hierarchy tree

Definition 3 Semantic distance refers to the orggln the path connecting two nodes in the shopatt across the
edges, denoted bylist(n;,n;).

And semantic similarity as a concept in linguissesnantic distance is often mentioned, it referthéocloseness of
the two concepts. [7] In general, the semanticadist between two concepts of the smaller, the wiangar their

semantics, whereas farther. In the field of infaioraretrieval, the value of semantic distancen®mker, the text
with user queries closer, when the distance is,zt® text in full compliance with the user's resfuavhen the
distance is greater than a certain value, theisextt associated with the user's query, canngebback as a result.

dist(n.,n;) =l (a(n) Ua(n;)) - (a(n) Na(n;))| €)

For example, dist(n,,ny) =4, dist(n,,n;) =2, shows that the smaller the semantic distancehitjeer the
similarity, on the contrary, the lower the simitgri
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In SUMO [8], all based on semantic concepts aramegd in a hierarchical tree. Therefore, to measemantic
similarity between any two concepts which, of ceurthe first thought in SUMO, all based on semacotincepts
are organized in a hierarchical tree. Thereforap&asure semantic similarity among any two conceptarally

think first calculate the semantic distance betwiese two concepts in a hierarchical tree, and toaverted to a
semantic similarity semantic distance. SUMO hidneal tree structure determines the use of thedarcepts in
the shortest path tree to represent their semdigiance is a natural distance measure. Semastande between
two concepts of equal indicate their semantic siritil is the same, however, SUMO-level tree, from to bottom,

the classification concept is descending, the goinoé similarity between categories are generathaker than

small classes. Therefore, in the same semantiandist(as defined above) under the circumstanceshiararchical
tree from the concept of the similarity betweenrbats farther away than the similarity betweendbecepts of the
root near large. Thus, the concept of the deptthéntree which is a factor to be considered, namalyhe tree

edges should be given different depths differengits. In addition, the parent node classificaterel of detail the
concept of semantic distance is also a factor todmsidered in the calculation.

Definition4: Level hierarchy in which the conceptdepth is the sum. The same two concepts semdistence, the
similarity with the sum of the level where they @mereases, with the level difference between tigreases and
decreases [9-10].

In the ontology of the tree, set owl: thing for tle®t concept, known as the RdofRoot) =1, then any non-root
node N in the ontology tree depth(n)is:

h(n) = h(parent(n)) +1 (4)
Where, parent(n) is the parent noda .

General concept of ontology tree is the maximuntiuep the tree depth. Constituted by the relatigm&tetween
the depths of the ontology classification tree heager is a layer on the concept of refinemenedar depth, the
more specific meaning of the concept, whereas thee mbstract. Obviously, the concept of similaigtgalculated
and the depth. In addition, when calculating thmilsirity of two concepts, the concept of similarif the depth
difference reflects an important factor. Deviatimerease with depth, the similarity is between tomcepts of

diminish. Figure 1, Sm(n,,ng) > Sm(n;,ng) similarity.
Considering the above factors, the concept of séimaimilarity is calculated as follows:
a*s(n,n;)*(h(n)+h(n;))

®)

SO Gamn) * (hm) -, ) 1+3)

Semantic similarity in the range [0, 1], the netepsneeds to be normalized similarity, the follogviormula:
sm(n,n;) =1- """ (6)

Formula 4 is the normalization factor.

Program implementation, the concept of similarigvieen the calculations is as follows:

Stepl: Initialize the concept, set the adjustmactof;

Step2: calculate the degree of conceptual overkewden the semantic, semantic distance, level hdepd
conceptual difference between the levels of depth;

Step3: the concept of similarity of the computer;

Step4: normalized.

RESULTS
Experiment based on the traditional algorithm, adered in the calculation of similarity between ttencept of
degree of semantic overlap, semantic distancedémh of the conceptual level and other factorsthia paper,

SUMO randomly select 15 of the concept, the expental results were compared. First, let 10 peopkset on
experience to determine the similarity betweenvaemiconcepts, the concept of similarity for thegejective data,
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the average value as a subjective standard. Iti@aldaccording to the method of calculating thimikrity, taking
into account the degree of semantic overlap, semdistance and poor level of depth factors, thtoagpropriate
adjustment factor to calculate given the similatigtween the concepts of. Meanwhile, in order nearly,
according to the similarity based on semantic distacalculation, only consider the relationshipagen the upper
and lower, the same relationship, regardless oflifextion and relevance, to calculate the semantidarity. The
results shown in Figure 2.
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Fig.2 Computer to calculate and compar e the subjective judgments of similarity

As can be seen from the chart, the algorithm catedl closer to the concept of semantic similarityhoman
subjective judgments, therefore, this method isatiife. In addition, compared with traditional afgioms, but also
has obvious advantages.

CONCLUSION

In the Semantic, Web as the representative of stenethnology, through clear, standardized desioripof the
semantics of information resources trying to sthelInternet resources in the system automatiodey, seamless
integration of direct exchange of data and serviskEsanwhile, as the representative of Grid techgylarchitecture
is defined by the different levels of standards apdcifications, providing more responsive to cleafay the next
generation Internet, independent fault-toleranhadyic and scalable distributed computing architectu

Currently, the Semantic Web and Grid computingtilsia the stage of rapid development, the relevéeory and
architecture is not mature, still in constant depetent and improvement. As a combination of the, tseamantic
grid architecture and application technology is petfect, there are a number of key issues that beisesolved.
Therefore, research in this area has great inneaBemantic grid semantic mapping and query rélagdhere is
no practical and proven algorithms and acceptatdendwork, is still in the primary stage of reseawmid

development. Exist in a variety of heterogeneousasgic grid heterogeneous information resources)aséic

mapping is an important way to establish these sémaelationship of heterogeneous data, and basethis

proposed on the basis of research on ontology mgmgorithm based on semantic mapping linguistigerithms.

Currently, the Semantic Web and Grid computingtilsis rapid development stage. As a combinatidrboth, the

semantic grid architecture and application techgwlalso far from perfect, there are many key issmest be
resolved. The calculation of semantic similarityas important method to solve the semantic grid asgits

between heterogeneous data resources associaisdo®k into account the degree of semantic ovedamantic
distance, and level gradient to other factors, gibe similarity of concepts in ontology computaabmethods, and
verified by experiment the validity of the methadithis study is just the beginning; there are maisyés to be
further research to better the expected results.
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