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ABSTRACT

With the large-scale development of the technolo@gre Expression Profiles, the diagnostic methodethamn
gene expression profiles is now becoming a quiak effective method in clinical medicine. But beeaat gene
expression data’s high dimension, small sample aizé large noise, extracting the information abaaincer
correctly becomes the key point. In this paper,gbre expression data of colon tumor as an exapyldéorward
the mixed information gene extraction method combirfrisher Weight Function, discrete Fourier tramsh and
principal component analysis and take multiple Istigi regression analysis together with Bayesianisiec as
classifier to do tumor classification and detectidhe experiment results show that, the accurac96o80% is
achieved on CV recoghnition for colon cancer’s dsgausing this method.
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INTRODUCTION

Cancer is one of the main diseases which infludnrean’s health. Nowadays the world has more thamilln
cancer patients, and the death rate is high. Aghoearly tumor’'s cure rate has been increasinggaleith the
improvement of the treatment method and technolagyipr diagnosed by today’s method tends to deviglimpthe
middle or late and naturally the treatment effechot good. With the rapid development of molecliogy,
people’s understanding of tumor has developeddaytnetic level and people have discovered manygrtuetated
genes. The occurrence and development of the tperéormance in the differences in gene expresaminchanges
in gene expression of tumor cells. DNA Micro-arrajgso called gene chip, is a new technology whimhid detect
DNA sequence and gene expression level rapidlyediiciently. This technology developed in recenasse With
DNA Micro-array gene expression data becoming richgt of classification forecasting and clusterteghnology
began to be used to analyze gene expression diaggie Bre many researchers using DNA Micro-arrap dat
classify the cancer. Because every tumor has itegjeharacter expression profile, finding a grofigene “label”
which could decide the category of the sample, maimméormative genes among hundreds and thousardesy
measured from DNA chip is the key to correctly giae the type of tumor, diagnose reliably and difpphe
experiment analysis. Meanwhile, it provides a shurfor the development of anti-cancer drugs.

Tumor detection is actually a classification probldn addition to study the classification ruletbé difference

between colon cancer tissue and normal tissue, Atuh other®! used hierarchical clustering and some other
methods to analyze and study the colon cancer sésngéita. They choose 22 normal samples with 20f€reht
genes and 40 tumor samples. The article analyzedlm cancer genes’ expression dataset of Alon athdr
people. (http://www.molbio.princeton.edu/colondafBliis Dataset has 62 samples, in which 40 sangkesolon
cancer tissue’s samples and the other 20 sampdesoamal samples of corresponding tissue. In thasé each
sample recorded corresponding genes or expresgeerse tag (EST) of 2000 gene probe in DNA chipneig
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gene expression profile. This study based on g&peession profile, start from the classificationamion cancer
and normal tissue samples. We used Fisher weiglatiin and main constituent analysis as well asréis cosine
transform to extract information genes. We alsaluseltiple Logistic regression analysis and Bayesiacision as
classifier. On this basis, we reveal abnormal esgiom genes in colon cancer tissue and make dtzgih
detection.

TUMOR DETECTION METHOD

Algorithmic model

In this paper there are 5 steps to complete theituatection algorithmic frame model. The followiBgsections
describe the steps particularly. Because extracfimgsification character combines Fisher weightfion, discrete
Fourier transform and main constituent analysishagt we called it hybrid information gene extrantinethod.

Step 1: Fisher weight function pretreats data. Eisker weight function to calculate gene weightction F, of

Number i . Arrange F, according to ascending order and choose the highegene to be the candidate sM
of information gene.

Step 2: Principal Component analysis(PCA) extradtemation gene. Using the method PCA to reduceedision
of the sample data we choose, then we got the sémpincipal component matrM , .

Step 3: Classify samples by Logistic regressionyaig Use Logistic classifier to classif¥l, whose dimension
has been reduced and foregone sample categorynation.

Step 4: Noise analysis. Use DCT(Discrete Cosinasfoam) to remove noise.

Step 5: Bayesian decision with minimum error r&embine prior probability and mutant gene inforroatbased
on gene expression profile to make classified dieteof cancer.

The progress to extracting information gene frommrad samples and colon cancer samples of colorecayame is
as Figure 1.
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Figurel: DNA chip gene expression data’s informatio gene extracting progress

Fisher weight function pretreat data

Because the number of genes are large, in the gge@f judging tumor gene label, we need to renmla of
“unrelated genes” to narrow the scope of oncogbhaewe need to research greatly. Actually, in gexgression
profile, some genes’ expression level are veryeclamong all the samples. But some genes presdatetife
obviously in normal samples and colon cancer sasnplisher weight function is more efficient to telassification
problem’s character extraction. It started with wnopattern of classification information. Calcul&tisher weight

function F;, of Number i to judge the contribution characterake for classification. The definition of Fisher

weight function? :
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)_gi and )_gzz separately express the average expression lewbofi gene in normal samples and colon cancer

samples.aizl and 0]22 separately express the level variance of Mogene in normal samples and colon cancer
samples. Use formular (1) to calculate the scoreotdn cancer genes’ normal samples and colon caeeples
and census the score to get the candidatd\et of information gene.

Principle component analysis extracts information gne

Principle component analyé?é‘r’] is a common and efficient method to dispose, cosgpend extract information
based on variable covariance matrix. Analyze tlecjple component ofM ¢ and extract it. In order to minimum
the square error produced in the progress of radusample setM ’s dimensions, we do two aspects of work.

One is to transform the coordinate, that is to salye the orthogonal transformation matrix by léaeoethod. The
other is to chooseéW component product of principle component. The dat@n progress of PCA has three steps,

Step 1: Standardize the data in matid ;, namely, transform the samples’ concentration efexy

X = (X — ) o, 1=12,.mk=12,..,p,
m 2

13 : o R
amongak2 IE ()(ik —,uk) s My :EZ Xy » the purpose is to eliminate dimension’s influertce
i=1 i=1

evaluation result and get the standardized maMy, and its related coefficient matriR .

Step 2: To the related coefficient matrik , use Jacobi method to solve p non-negative eideava
A >A, >...>/1p > Qof the equationdet(R—Al)= 0 and the eigenvectst of A,i=1,2,...p, also

Vi, VoV is standard orthogonal vector.

Step 3: ChooseW component product of principle component and makeariance of principle component and

w P
the proportion of the total variange= Z:)Ii Z)Ij approach 1. And make th&/ principle component we
i=1 i=1
choose keep the originaP gene information as much as possible in order hieae dimensionality reduction and
get the principle component matrii .

Logistic regression analysis classify colon canceamples
Use X = (Xl, XZ,...,XP_l)T to express the factor that influence the occueepmbability of colon cancer,
71(X) to express the probability of colon cancer. Essablthe function relationship betweef(X) and

X =(Xy0 X, e Xy )
a(x)= (X, X,,...Xp4) 2

71(X) expressed the probability of colon cancer's oanre and establish the relationship betweef{X) and
f (Xl, Xz,...,XP_l). Transform 71(X) as followed:

ﬂmm:wﬁ%@ @

We can get the multiple Logistic regression mé&Hel between the incidence probability of colon canaed
mutant gene@] :
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p-1
exp(s, + Zﬂkxk )
k=L

7(X) = (4)

=
1+exp@, + Zﬁkxk )
k=L

Apply Logistic regression to classify colon cansamples, the progress is as followed:

Step 1: Confirm evaluation index. A discriminanndtion’s function of sample classification largelgpends on the
selection of indicators. Too little or too much a@ necessarily appropriate. On one hand we reditter index
according to specialized knowledge and experie@eethe other hand we use statistical analysis ndetbaletect
the property of index.

Step 2: Get study samples. To the 62 known colonerasamples data, set the 22 normal samples’ piladpaalue
as 0, the other 40 tumor samples’ probability valsd..

Step 3: Estimation of regression coefficient. Ussximum likelihood method to estimate regressiorffatent. To
multiple Logistic regression analysis, coefficieadtimation got from maximum likelihood method igenf not
unbiased estimation. In order to get unbiased asitm, we use multiple recursion method to revigedmaximum
likelihood estimation value constantly.

Step 4. Some independent variakjje’s Wald detection to entirety classification irdhce. Keep the smaller

variables of Sig. Repeat Step 1, Step 2 and SteptiBfind the minimum variables that could prodube right
classification.

Noise analysis

Noise elimination in tumor genes expression prafila hard work. The noise that gene expressiofig@uaata may
influence classification are the error during thegoess of data collection, the error in the matratculation
progress of gene expression level, the obviougmiffce between specific sample data and similaplsamutual
interference between gene groups. What we haveionedt, such as, principle extraction, data standation and
other work could all be used to reduce the infléen€ noise on classification to some degree. Bigenstill has
some influence in the property of classificatiorsitgy DCT could further eliminate the noise in gex@ression
profile.

2.5.1. Discrete Cosine Transform
DCT is a kind of transform who is similar to Dist¥e~ourier Transform and related to Fourier. It hastrong
energy compression feature and almost get to ttimom value in compression efficiency. The mathregpion of

single-dimensional DCT transformation could be egped as formula (gj

N-1
X(K=a(ky, X neos 2] oc ke N ©
n=0
Inverse DCT transformation could be expressed bwyditar (6) 71
N-1
x(n) =" a(K) X( r)cos[%] 0< ks N-I ©6)
n=0

In the formular above,a (0) =+1/N , a(k)=+v2/N, 1<sn<N-1.

2.5.2. Discrete cosine transform removes noise
To the gene expression profile data disposed hbyeFigeight function, standardize the data in mathk, to get

the standardized matrisM . Use formular (5) to do discrete cosine transfdimmaagainst to the standardized

matrix M. We get the new data matrik,. Using L, to do principle component analysis again according
the steps in 3.3.

2795



Jun Yao et al J. Chem. Pharm. Res., 2014, 6(7):2792-2800

Bayesian Decision Theory based on minimum error rat

Bayes decision theory is a kind of pattern clasatfon method when prior probability and kind ofnddion
probability are known. The classification resultthé to be classified samples depends on the es#tirmles in all
fields. Bayesian theory’s obvious character asgigeiis that it uses information that could be ectitd. Bayesian
method’s application progreiss is as Figure 2.

Prior probability

A\ 4

Bayesian decision posteriorinformation » decision

Sample information [—

Figure 2: the steps of Bayesian decision

To the pretreated sample that need to be recognizdiict P character. And become @ -dimensional space’s

vectorX. The purpose is to classifi)X to normal (@) ) tissue sample or colon cancé) tissue sample. Suppose
two kind of prior probability areP(c)}) and P(«w,), kind of condition probability are p(X|6u]) and
p(x|a)2) . Use Bayesian formula to get the following posteprobability

__ P(Xw) M)
P(a)| | X) — 2 |

2. (X)) Pl@)

=12 @)

Then, the Bayesian decision rule based on minimuiar eate i
it P(w|x) = maxP(a) E
=1,

Denominator in formula (7) has nothing to do withitegory. So when we compare the maximum, it co@d b
ignored. Just calculating prior probabilityP(¢cy),i =1,2 and kind of condition probability density

p( x|cq), I=1,2 could complete the classification.

RESULTS AND DISCUSSION

Calculate the score of colon cancer genes’ norarapses and colon cancer samples separately usshgmRiveight

function and make a statistics. As is shown in FégB, abscissa expresses Fisher weight functi@mgeesof gene
expression level and ordinate expresses the camdapg level's genes’ number. We can see, mosteFigleight

function’s scores of the genes’ expression levekeatrate on the area that less than 0.2. Thess gamtribution
less to classification. As is shown in Figure hkrardering Fisher weight function’s scores to cotancer genes’
samples and choose the Fisher weight function saufr@93 genes which are more than 0.2 as the datedset of
feature gene.
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Figure 3 :The Fisher weight function statistics ofjene’s expression level
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The Fisherweight functions's scores
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Figure 4: Ranking of Fisher weight functions’s scoes

Figure5 shows the principle component quantity tiz not been discrete cosine transformed whilet@hshows
the principle component quantity that has beerreiscosine transformed.
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Figure 5: Principle component quantity without DCT
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Figure 6: Principle component quantity with DCT

Compared Figure5 with Figure 6, it is not hardee $hat, principle component quantity with DCT isrmobvious
and outstanding. Some gene expression profile@imdtion which expresses not obviously before D@fjits to
emerge. And other gene expression profile’s infdimmawhich expresses obviously begins to descetedt BXCT. It
means the principle component quantity’s differsnaee more obvious through DCT.
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Analyze the principle component of 293 genes’ esgian level scores after discrete cosine transfiomawe get
61 principle component quantities. As is showniguFe 7, the new and old component quantity’s esgion value
discriminate more obviously compared to before.
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Figure7: Principle component quantity’s accumulation expression level before and after DCT

Abscissa expresses the number of principle compomgmantity’s accumulation while ordinate expresses
accumulation expression level. The upper curve shibw principle component quantity’s expressiorelavithout
DCT while the nether shows the principle componguoantity’s expression level with DCT. The principle
component quantity’'s expression level with DCT ioywd to some degree which means after discretemeosi
transformation, noise’s interference decreased.

Their expression rate to samples is as Figurelc&iiesee that, the more principle component quastitie choose,
the more complete the sample’s expression is. Sorder to make the genes group we choose express th
information of colon cancer samples as completgp@ssible, we choose 61 principe component quastie
information gene set.

Table 1: The relationship between the number of priciple component quantity and Samples’ expressiorate.

The number of principle Samples’ expression The number of principle Samples’ expression
component quantity rate(%) component quantity rate(%)
61 100.000 15 89.118
40 97.782 8 82.084
28 94.924 4 71.881

According to Bayesian decision’s rule based omtir@mum error rate, make the 61 principle comporprantities

we choose which express gene feature as featurmtgate the general information, sample infoiaraaind prior
information about unknown paraments.(about 90%rcckncer is Chromosome 5 long arm APC gene indidiva

in early stage, and about 40%~50% ’'s RAS relatedegemutate, we take 45%). We can get the posterior
information, then according to the posterior infation we correct APC genes an RAS related gened.dgestic
regression analysis with SPSS16.0 software. Fivedlygot 11 feature genes which could classify sampéry well.

In Table 2, we got the classification result wictopt 11 feature genes. In Table 3, there is thastiegregression
analysis’s result and 11 genes’ parament featuieha used to classify.
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Table 2: the result adopting 11 feature genes

Classification Tahle"
Predicted
VAROODTS

Obs erved 0 1 |Fercentage Cormect
Step 1 VARDDT4 o 221 0 100.0
1 2] 3B 250
Cherall Percentage BaE

a. The cutwale & 500

Table 3: 11 genes’ parament feature which is used tlassify

wariables inthe Bguation
a50% C . far EXP(BE)
B SE.  Wald | df| Sig. Exp( Bl Laner Upper
Step 17 WAROODS -ayEs| 5491 2438 1| 060 oao naa 1.506
WaR 00057 5448 4251 1.4a668( 1 226 172163 o4 T 158ES
WiAR 00050 13285 7474 3193 1| 074 GI1ZES 274 145ZE12
WAR 00052 -15206) 9112 2818 1| 093 oao naa 12.867
WAR 00053 4807 2076 2544 1 A1 135172 azs S515E4
WiAR 00054 -GE91| 4705 2448 1| 443 a1 naa 10284
AR 00055 -4544| 2691 14883 1| 208 010 noo 13.338
WaR 00087 -1032| 1318 G131 4349 356 nzr 4718
WAR 00053 4941 4091 144 A Z30 135,723 n4s 4AZ0ES
WAR 00072 8461 5827 1981 1 484 3500E3 nas 3193E2
WAR 00073 1982 2856 264 1| BO7 7255 nog 1389E4
Corstant gayg| 6353 2ys0 41 Doy FAYOER
a.Wariablefz) entered onstep 1: WVARDODED, WAROODOST , WAROO0OG0, WaR 00052, WaR 00063,
WOARO00G4, WARODODES, WARDDOST , WaR 00052, WAk a007 2, \WaR 00073,

From Table 4 we can see that, when we choose Figkigiht function, DCT, PCA, Logistic discriminaticand
Bayesian decision as classification detecting nithiee accuracy rate of CV recognition is higheaching 96.8%.

Table 4: Compared CV recognition accuracy rate using differat classification detecting method to classify cofocancer data

Classification Number of CV recognition

detecting method feature genes accuracy rate(%)
3 83.90
Fisher weight function+ g gigg
PCA+Logistic discrimination S 91.90
12 93.50
2 88.70
Fisher weight function+DCT g gggg
+ PCA+Logistic discrimination 6 95,20
9 95.20
Fisher weight function+DCT+ PCA 11 06.80

+Logistic discrimination+Bayesian decision '
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To tumor classification method, except for CV retitign accuracy rate as the evaluation rule, thero uniform

and normative rule to evaluate it as so far. Shimarticle, we mainly use CV recognition accuraatg as the main
evaluation rule to compare different classificatinathod. Table 5 gave us 9 kinds of conditions tisiig different

feature selection methods and different classitiersassify uniformed colon cancer gene expresdaia set. From
this chart, we can clearly see that, the hybridhe@twe use in this article has a higher CV recagmiaiccuracy
rate.

Table 5: Accuracy rates’ comparison of different fature gene selection method and different classifieto classify colon cancer gene
expression data

CV recognition
laccuracy raté%))|

Feature gene

selection method Reference

Classifier adopted

ITNOM Score SVM 74.20 [10]
PCA Logistic discrimination 87.10 [11]
SNR SVM 90.30 [12]
PLS Quadratic equation discriminant analysis 91.90 [11]

Calculate the specific value between tumor and absamples’ independent

ICA component and build the classification model 91.10 [13]

PLS Logistic discriminant 93.50 [11]

GA KNN 94.10 [14]
Gaussian radio basis

RFSC and PCA function’s SVM classifier 95.16 [15]

Fisher weight function |Logistic discriminant 96.80 This

+DCT+PCA and Bayesian decision ) article

CONCLUSION

This paper studied about the selection of geneessimn data classification’s information genes. itk data
pretreatment, principle component analysis, mutipbgistic regression analysis, noise analysiseBiay decision
and so on. The information genes we extracted hgsod classification capacity to samples set. Thmeement
shows, the algorithm to colon cancer data setCi@ecognition accuracy rate could reach to 96.8%mpared to
other related classification method to colon canissue samples’ classification condition, our roethas obvious
advantages in classification performance.
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