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ABSTRACT

The main task of realizing data sharing in Heterogeneous Databases is Semantic Integration. In relational
databases, the primary problem is the identification of same attributes. At present, Comparison of all attributes is
the commonly used method to identify the same attributes. However, when an attribute expressed by different data
types, considering the enormous differences between metadata information and value information, these same
attributes will not be identified by these commonly used methods. And when these same attributes expressed by
different data types are identified by these commonly used methods, the disturbance will reduce the accuracy rate of
identification. In this paper, an attribute matching method based on data type was proposed. In this method, the
attributes Classification will be done firstly, and Pattern matching be done in these attributes expressed by same
data type, then feature vectors used to describe the attributes be sorted based on their importance degree. The
Experiments showed that the method can effectively filter out the interference data, and improve the efficiency of
matching properties, without reducing the precision and recall.
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INTRODUCTION

With the development of Internet of things, clowmmputing technology etc. New type of informatiosuimg as
blogs, social networks, Location Based Service (LBfpear continuously, more sensing device and lmobi
terminal access networks. The growth and accunoula&tf data are enhancing at an unprecedented paseasy to
acquire mass data which can provide convenientitond for life, study and work.

In the meantime, the crossing among different subjend fields has generated an increasing tremarts
interoperability of data. Because of the differapplication fields and design, almost all the dasgbrespective
independence, thus has formed many “the informasofated island”, which can achieve interoperapiland
realize the sharing of data hardly. The inconststeh information are the main bottlenecks to achiev
comprehensive utilization of data. Therefore, iorder to realize application of the integrated infation,
Identifying and eliminating the conflict and theoamaly of the data, and doing database integratientlze key
problem to resolve. The heterogeneity of the da@abia mainly reflected in two aspects, i: the hegeneity of
computer architecture, databases are running dereiit devices (Such as mainframe, minicomputerkstation,
PC or embedded system). ii; the heterogeneity tdbdse management system (DBMS), such as Qr&@@.
Server ,which belongs to relational databasess @h& hierarchical model, the network model, thatienal model,
object oriented model with different data models.

Integrated technology of database can effectivadtect abnormal data and eliminate the Incompleteraesl
inconsistency of data, which advantageous to inédion sharing, and to improve the quality of thenpoehensive
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utilization of information. The key problem of hatgeneous databases integration is to find ousdnee semantic
object between heterogeneous databases, thatdertientic integration [1].

Semantic contains the meaning of data (symbols)tlaadelations among these meaning, and the sesaaftdata
is a fundamental basis for judging the data catitra Interoperability can be achieved in conditionobtain the
data correlation. In order to solve the problenmtéroperability in integration of heterogeneoutatiase, one of the
basic measures is to implement semantic descrigfidhe data in the database for all kinds of gmises, and to
establish the semantic environment for enterpra@,do provide the basis for automatic data pings logical
reasoning and reuse [2].

Solving the recognition problem of semanticallyatetl objects among different databases is the maaik of
semantic integration in heterogeneous databaseiffsp® relational database, finding out the saatteibutes and
entities among heterogeneous databases is thalcstep. This paper mainly studies the matchindlera of the
same attribute, which has very important signifeanfor interoperability and comprehensive utilinati of
information in database.

CONTRAST SITUATION OFATTRIBUTE MATCHING METHOD

The Objective to heterogeneous database integristimnensure interoperability among databases [ifdrature [3]

summed up this as: the judgment of the semantsrscaged object and resolve the semantic conflctise base of
the interoperability of database system. Semantagration is an important step in the processefintegration of
heterogeneous database, which including two aspedte determination of the semantic similarityhich is the

foundation to solve the semantic conflict; ii: Ugithe judgment of semantic association, to sohee shmantic
conflict problem, which is the purpose of semastilarity judgment.

According to the specific implementations, the rhatg methods can be divided into two categories:

The realization based on rules and the realizdtas®ed on machine learning. In order to guide thietivag process,
the first way realizes by matching the pre-defimakks, which establishing the rules by comparinilgirity of
mode of information as attribute name, data typagth, the constraint condition. The realizatiory ieased on
machine learning, such as neural network etc.

The matching method realized by rules can be implged easily with lower cost and poor dynamic aalaipty.
Compared with the attribute matching method basedrwdes, the neural network method can consider the
characteristics of the data itself, which has \&rgng adaptability and scalability; but the cheiogé neural network
model and the parameter such as the number of lapat, hidden layer and output layer neurons @ ttldden
layer and training function, transfer function, ri@ag rate, the training step, training error, whiequire priori
knowledge, and both the amount of data and thetsateof training sample are also directly affde¢ tjuality of
neural network.

Based on the theory in [1,4,5] literature, no mdth® more superior, and there is no method cawditous
characteristics of data processing. The major re&sothis problem is the heterogeneity of databasel pattern
matching is a hotspot research area.

In the pattern matching of the relational datats$ema, the pattern matching method mainly incltidesttribute
matching and entity matching (record). Matching slaene attributes between heterogeneous databaseslized
mainly through the comparison of attribute metadafarmation, which contains three methods: congmari of
attribute name (belonging to the data dictionawglle comparison of attribute schema informatioel¢nging to the
schema level), and comparison of data content flgélg to the data content level).

(1) Comparison of attribute name

The method is used to solve the problem of databdsgration which starts from the early eightiégwentieth
Century. This method is based on the following ag#ions: The same properties between differentbdastes
typically have similar meaning, and the correspogdielationship between attributes can be detemhiog
referencing synonym dictionary, such as WordNebj6inore complex systems as CYC [7].

At present, automatic database integration systes dppeared, one of them is MUVIS (Multi-User View
Integration System [8]). MUVIS is a view integrategstem based on knowledge, developed in the cbjemtted
environment. This system helps the database des@mnmanagement personnel to describe the usersyiand
integrates these views into a global conceptiomwdet. MUVIS obtains the similarity and non-simitgrof column
mainly by column names.
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Homonyms, synonyms and abbreviations exist betyeeperties is the main factor influences the aaouia the
method, For example, "ATT", "AT&T", and "Americarelephone and Telegraph" represent the same coringpt,
with the different descriptions. Research showd, ttiee probability of different people which dedeithe same
concept with the same words is 20%, and the agitacope of the method described above is verigdd.

(2) Comparison of attribute schema information

The method mainly use the schema information oibaties to judge the two attributes, which avoid émergence
of defects in attribute name comparison, such asomymy and synonym. In the literature [9], the noethuses
schema information such as the uniqueness of atitribalue, domain, integrity constraints of staenantic and
dynamic semantic, security restrictions, allowingeation and data accuracy to determine whetherativibutes
were the same was discussed. A method of the ratehimg was presented in literature [10], this rodtgives a
certain weight to every item of schema informatfostly, then judgments whether the attributes tve same
according to the designed algorithm. The methodbeaoombined with other methods to remove the mibsbutes
with obviously no-match features. But the methoty arse metadata information of attributes, do reg the data
information contained in attributes. This defectamurses that the different attributes describeti same metadata
cannot be distinguished. At the same time, the atethquires prior knowledge to determine the wesigtitschema
information of attribute, but the weight of schei&rmation is difficult to accurately quantify, drthere’s no
universal fixed rules to solve the matching probtefrproperty.

(3) Comparison of data content

Larson, Navathe, Sheth[11,12,13] discussed the teaygegrate relation and entity based on domeliations, and
domain relations include equal, contains, overlagpcontained and independence. But determiningdtreain
relation is a complex and time-consuming procesd, @oor fault tolerant ability and a small amouheoor data
may cause the system to draw on the error resiltsroain relations.

In file [14], a tool for schema integration has bekeveloped, which used Heuristic rules to complaeentity types
and relationship types, with the premise that dostanany domain relations, such as equal, contawveslapping
and contained.

Methods based on data content are mainly dividibaté fields in the collection into two kinds ofates:

i the field data type is numeric, description loé fattribute feature vector is as follows:

(data type, data length, primary key constraieidfivalue constraint, the average, minimum, maximum

ii: the field data type is character, the desonip®f the attribute feature vector is as follows:

(data type, data length, primary key constraieidfivalue constraint, the ratio of digital in sgjrthe ratio of blank
character, the average length of the string).

For example, considering the following relation escla:
R1: student (Student ID, name, Department, age);

Descriptions of fields are as follows:
Student ID (int, 4, key, notnull, 950002 95001 95003);

name (char 10, notkey notnul, 0, 0, 4);

Similarly, the field mode of department and age barestablished, and then the attributes correspgrd fields
are compared with each other according to a ceafgiorithm, which can obtain the equivalent field.

This method needs to compare each attribution etitiers, which reduces the efficiency of the systespecially

when most of the fields are not equal with eacleiotAnd when the capacity of database up to TBByrit® almost

impossible to compare all the attributions.

Closer statistical inspection, when the field wdifferent data types, especially between numertt eraracter, the
fields equal to each other with extremely low praibgy.

Thus, we made some improvements on the method l@sethta content. At first, we classified databfiskl
according to the field data type; and then compach field with the others with the same data syfiaally,
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proved the validity of the method through specdifiamples. Details are as follows.

METHOD OF ATTRIBUTES MATCHING IN THE HETEROGENEOUS DATABASE
ENVIRONMENT--CRC

In the process of identifying the same attributeoagrdatabases, the comparison among the featuterveic
attributes is used to determine whether the ateware the same, but this method cannot distihgihis same
attribute described with different data types. Wappse a method based on semantic integrationtaftgaes in the
heterogeneous database environment. The methodnilets whether the attributes are the same by congpthe
similarity of attributes described with differerdtd types.

This method has two characteristics:
i: After the classification based on data types tlimension of feature vector was reduced, thenbaté
comparison will spend less time;

i The same attribute is determined within the satiribute described by the same (similar) dgtagyAs a result,
process of Semantic integration can do calculatioparallel between different data types.

In this paper, the classification of attributes wase first, according data types. Then the weighteature vectors
are computed by RC [15] method, and calculate thidbate similarity, finally, set matching threskoand do the
matching according the attribute similarity.

The method is named as CRClassified-RO .

(1) Pre classification based on data type

Dividing the data types into three categories:

Numerical type, such as int, small int, big intytint, float, real, decimal, numeric and bit etc;

Character type, such as char, varchar (n), nclshnearchar (n) etc;

Rare type, such as datetime, timestamp etc.

Definition: the data types belong to the same aaieg above are called the same (similar) data type
According to the principle of proposed data clasatfon, the classifications of attribute belongmodel one and
model two can be done.

Model: employee (emp_id int(4), fname varchar(B@me varchar(30), job_id smallint(2), hire_datéetiene(8))
Mode2: discounts (discounttype varchar(40), stochiar(4), discount decimal(4,2))

Fig. 1: Categorizing attributes according to data types

The theoretical analysis is as follows:

Case 1. the comparison of all possible attributes. and “n” respectively represent the number dfribtites
belongs to databasel and database2, Compare_timegtesents the number of comparison, then
Compare_timesl=m*n.

Case 2: doing attribute comparison, according ecdéta type.

Suppose databasel and database2 have respedireglyspecies data types, such as integer, chasaxteare type.
In databasel, the number of integer attribute istheel number of character attribute is m2, andniimaber of rare
type attribute is m3. In database?2, the numbentefger attribute is n1, the number of characteibate is n2, and
the number of rare type attribute is n3. Companees? represents the number of comparison; Partsiime
represents the number of comparison between intty#oute; Part_times2 represents the number ofpasison
between character attribute; Part_times3 represemtsumber of comparison between rare type at&jbu

Then:

m=m1l+m2+m3; Nn=n1+n2+n3;

Part_timesl=mi*ni;

Part_times2=m2*n2;
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Part_times3=m3*n3
So:

Compare_times2=Part_timesl+Part_times2+Part_times3*nl+ m2*n2+ m3*n3;
Compare_timesl=m*n=(m1l+m2+m3)*(n1+n2+n3)=m1*nl+mm{n3)+m2*n2+m2*(n1+n3)+m3*n3+m3*(nl+n
2) >m1*n1+m2*n2+m3*n3=Compare_timesl

Suppose: m2>=ml, m3>=ml and m2=m1+rl, m3=ml+rd) ri2>0
According casel and case2, we calculate the differebetween Compare_timesl and Compare_times2, and
represent as difference.

Difference = Compare_times1l-Compare_times2

= (m2+m3)*n-r1*n2-r2*n3>= (m2+m3)*n-m1*n2-m2*n3

= m2*(n1+n3) + m3*(n1+n2)

When m2>>m1, m3>>m1, n1>>n2, n1>>n3, the metho@dbam data type has a lot of advantages on recognit
of similar properties between different database.

(2) Attribute matching according to the mode infatimn and data content

i: Determine the similarity value

Firstly, we determine the same attribute in nunarattribute. Then attribute character informatafnnumerical
attribute is divided into three categories: Schémf@mation, data constraints and data content.

Schema specification: data types, length, key field

Data constraints: primary keys, foreign keys, vauod range constraints, null or not null, equahat

Data contents: max, min, average, SD;

The method based on data type provides the follgpwites for us:

TABLE 1 Prescribing degree of similarity between attributes based on data types

rules similarity (sim)

The same data type 1

Schema Different data types
specification | The same field length
Different field length
primary key
non
primary key.  non
constraints range
non
constraints range non
The approximation average (Digital ratio) 1
Data contents | The approximation minimum (Space ratio) 1
The approximation minimum ( The average lengthktohg) 1

Data constraintg

o|r|r|o|r|r|lo|r|lo

This method only consider the similarity betweemeucal attribute or character attributes or rgpetof attributes,
and the similarity between attributes with differeiata types is considered as “0”. The similarigpeen attributes
with the same data types is defined as TABLE 2, TBB, and TABLE 4.

TABLE 2 Possible degree of similarity for value-type attributes

Data types similarity (sim
int 1
int Small int, Big in_t _ 0.9
Float, real, decimal, numerig 0.8
bit 0.7
Float,real, decimal, numeric  Small int, Big int 0.7
Bit Small int, Big int 0.6

TABLE 3 Possible degree of similarity for character-type attributes

Data types Similarity(sim
Char 1
char Varchar 0.8
nvarchar 0.8
nvarchar| Varchar 0.7
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TABLE 4 Possible degree of similarity for singularity-type attributes

Data types Similarity(sim
Datetime 1
datetime —
Timestamp 0.8

ii; Representation of attributes normalization

In order to calculate the similarity of attributesjng a certain digital to represent one data,tgpeh as using “1” to
represent bigint, using “2” to represent integed ao on.

ii: Determination of weight values

There are several methods that can be used tovaedhie general value to weight conversion.

Three methods were proposed in this paper:

O Randomly assigned weight method

@ The average distribution of weight

® Calculated weight using the method of CRC

Barron and Barrett pointed out that [15] the RC hodt can obtain better results under normal circants.
Excellent results are achieved in this paper.

In method RC, all the feature vector of attributee sorted by importance degree , and the weighkt af the
feature vectors with importance degree “wk” is oddte as:

Note:
S is the maximum among the feature vectors’ impaeadegrees, if the importance degrees are exprasseatural
number such as “1” to “k”, then “S=k”, and the farta (1) can be used to calculate the weight “wk”.

When the data type of the field is numeric, theudeavectors are expressed as follows:
(data type, length, key or not, value constraim®rage, min, max)

When the data type of the field is character, #aure vectors are expressed as follows:

(data type, length, key or not, value constraitfits, ratio of the number of numerical characterthéototal number
of characters, the ratio of white-space charadtetstal characters, statistics on length)

The values of importance degree are expressed”aw® “T7”, then “s=7", the weight “wk” can be calate by
formula (1) as follows:

7
w=iyd 1L L L L LY jll 0.3704
75t 7123 45 6
7
w=iyl 1t 4L L4 j:ozz?e
75t 723 45 6
7
w=iyltd L L L Too1se
751 73 4 5 6
7
p=iy ot L A o01086
741 74 5 6
7
w=iy1-1 LY o072
741 75 6
141 1,1 ;)
=ivi 1A, 00442
° 7;t 7%
171, 1;)
w, =23 1=15 00204
777 7
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After calculating the weight “wk”, the calculatiai similarity between attributes is described dboius:
TotalSim=Sim1*Weight* Sim2*Weight2...... +  SimiWgiti (2)

Note:

Simi: The similarity of the i th feature vector;

Weighti: the weight corresponding to the Simi désedl above;

TotalSim: the similarity of the corresponding ditrie.

Considering the maximum similarity may not be atdereach “1”, we can set a threshold, and the regttif
threshold can determines the number of similaibatties directly.

iv: The description of CRC attribute matching algon

Suppose there are two databases such as DB1 and/&BB@an do attribute matching as follows:

Stepl: divide the attributes of DB1 and DB2 intoeth categories: numerical type, character typeraral type,
suppose the number of three categories attribute®H1 is m1, m2 and m3, the number of three categor
attributes in DB2 is n1, n2 and n3;

Step2: determining the similarity (sim) of the itite according to the specific situation;

Step3: using different digitals to express theedéht data type, and then expressing all the atgihof DB1 and
DB2 by digitals.

Step4: calculate the weight “wk” by using the foten(LL).

Stepb5: setting threshold, doing attribute match.

EXPERIMENTS
In this part, the testing for matching algorithnoposed in this paper was done. The experiment @amwvient is :
CPU Intel(R) Core(TM) i5 2 Duo 2.6Gmemory 8G OS win 7 programming tool Matlab 7.0.

The experimental data from the SQL sample datab&s®QL Server 2000, the database used in experiisent
Northwind and Pubs in SQL Server 2000. And Chagp$iriables such as employees, categories, suppireisrs,
products, employee, jobs, sales, customers fdngest

At first, the data in table Products and Salesctassified according to the data type. The resésexpressed in
TABLE 5.

TABLE 5Attribute data of table Product and table Sales after categorizing

Products Table Sales Table
Data types| Attributes Feature vectors Attributes atéie vectors
ProductID (2,4,1,0,18.8,1,7v qty (3,2,0,0,0.225,3,76
SupplierlD (2,4,0,0,0.133,1,29
CategorylD (2,4,0,0,0.051,1,8
NUmeric UnitPrice (8,0,0,1,0.289,2.5,263)5
UnitsInStock (3,2,0,1,0.40,0,126
UnitOnOrder (3,2,0,1,0.10,0,100
ReorderLevel (3,2,0,1,0.125,0,30
Discountinued (5,1,0,0,0.01,0,1
ProductName (54,40,0,0,0,0.078,16.38 Stor_id (50,4,1,0,1,0,4
Character QuantityPerUnit| (4,20,0,1,0.278,0.239,14.97 | Ord_num | (51,20,1,0,0.674,0,4.38
Payterms | (51,12,0,0,0,0.148,6.76
Title_id (60,6,1,0,0.667,0,6
Rare type Ord_datg (100,8,0,0,0.78,0,9.1

Products Table contains 10 attributes, The Proginde has 10 attributes, including numerical atitiéls 8, character
type properties 2; Products Table contains 10baitels, The Sales table has 8 attributes, includingnerical
attributes 1, character type properties 4, rare fymperties 1; According to the principle thatyotiie attributes
with the same data type can be matched to each tileetimes of comparisons between these two 4ablé6(8x1
+2x4+0x1=16) . Because we know the correct matching restileseffectiveness of attribute matching method
proposed in this paper can be test obviously. TgindRC method, we can calculate the similarity betwthe 16
pairs of attributes. When setting different thrddhpthe number of attributes pairs, the recall tradprecision are
different too. When setting different thresholdg thumber of attributes pairs, the recall and thezipion are listed

in TABLE 6, which are expressed in two cases(cfasdion and non- classification).
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TABLE 6 Comprising of experimental results using different thresholds

Threshold the nunjper pf attribute; pair's _ non-clgssificatioq ' .Iassifi.cation '
non-classification| classification precision ratio ecall ratio | Precision ratio  recall ratio
40% 19 15 21.1% 100% 26.7% 100%
50% 13 12 30.8% 100% 33.3% 100%
60% 7 7 57.1% 100% 57.1% 100%
70% 4 4 100% 100% 100% 100%
80% 3 3 100% 75.0%% 100% 75.0%

The calculation method of Recall Ratio and Prenigtation as shown in TABLE 7

TABLE 7 Computation approaches of precision and recall

Related | Non related
. . Total
literature | literature
Detected literature A B A+B
Not detected literatur¢ C D C+D
Total A+C B+D A+B+C+D

Note:
R Recall Ratio: R= A/(A+C) *100%
P Precision Ration: P=A /(A+B) *100%

The experiment considers 7 feature vectors for edttfbute, and the average weight is 1/7. Comparisf the
precision ratio and recall ratio of matching by th methods (using average distribution of weiggntsl using
CRC method) are shown in TABLE 8.

TABLE 8 Comparison of experimental results between average weights and RC algorithm

Threshold Matching attribute pairs average weights RC alparit
average eighty RC algorithin  precision ratio  Rewdib | precision ratio] recall rati
40% 16 15 25.0% 100% 26.7% 100%
50% 16 12 25.0% 100% 33.3% 100%
60% 7 7 57.1% 100% 57.1% 100%
70% 5 4 80% 100% 100% 100%
80% 2 3 100% 50.0% 100% 75.0%

Experiments show that in the case of differentghodd, the CRC method proposed in this paper ctectefely
filter the interference data, and considering thasgtive of attribute feature vector, improving th#ficiency of
attribute matching.

CONCLUSION

This paper introduces the three commonly used misthgsed to judge the same semantic objects between
heterogeneous databases: Comparison of attribate balongs to the data dictionary level; Comparisioattribute
schema information belongs to the schema level,candparison of data content belongs to the datéeootevel.
After analyzing the method described above, thigep@roposed an improved method based on weighttrihute
matching in heterogeneous database semantic ititagraCRC method. The method firstly classifyirbe
attributes, according to the data types, then daitigoute matching between the attributes belornigethe same
category, then the feature vector are sorted byitiportance degree, and the weights are calculditeally, the
attribute matching is done. The next step is tachngite same attributes of massive database.
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