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ABSTRACT

As a simple and effective classification algorithm, k-Nearest Neighbor (K-NN) algorithm is widely used in many
fields. In order to improve the efficiency of classification in Liver Cancer Detection, the Principal Component
Analysis (PCA) method is applied to the K-NN algorithm, which selects the effective features efficiently. Building
new attribute sets and applying new effective features to K-NN classification separately, to obtain the correct
classification rates of new effective features. Then the correct classification rates are applied to the K-NN Algorithm
for classification asthe distance weight. Theimproved K-NN Algorithm has been applied to Liver Cancer Detection,
and the experiment indicated has obtained the good effect.
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INTRODUCTION

Distinguishing normal liver and liver lesions, thdatermining the type of liver disease is the fipedblem in
computer aided diagnosis system on liver cancemprAsent, to solve this problem, the principal vigysing
texture feature and shape feature of liver, combiith classification algorithm of data mining[l].eBig a
classical classification algorithm, the K-NN algbm is applied widely. In this paper, based onftiither analysis
of the traditional K-NN algorithm, the distance nebdf K-NN algorithm was improved, and then usitg t
improved K-NN algorithm into the process of clagsifion and identification of liver cancer. Expeental results
indicate that this new improved K-NN algorithm tsagnificant effectiveness.

ANALYSISOFTYPICAL K-NNALGORITHM

K-NN algorithm is a comparatively mature theory hwet. The main classification principle is as folkovin the
feature space, if most of the samples in k-Neadegghbors of the sample to be classified belong tategory, the
determination of the sample to be classified i$ tifia sample also belongs to the category [2].

The fundamental ideas of Classification algorithiKeNN is as follows: For a given unknown samplie t
calculation of distance between training sampled amknown sample is proceed at first, then seleldieéirest
samples from training samples set with the nealistince between training sample and the given learApd the
classification of the unknown samples is accordinthese k-Nearest samples’ category.

The algorithm assumes that all the samples cornglipg to the points in the n-dimensional space Rnthe
n-dimensional space, the feature vector set fopkamis as follows:

<ay(x),a(X)...an(x)> 1)

Notes: an(x): the nth property values of sample x.
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The distance between the two samptesand x; is indicated ad(x,x;), Expressed by Euclidean distance is as

fO”OWSZd(Xi,X]-) = \/Z;‘zl (ar(xi) - ar(xj))z 2)

According to the formula (2), the k-nearest neightiothe sample to be classified is selected. Téyepoints play
an important role, in the process of applicatioiafiN algorithm model are as follows:

(1) The selection of training samples;

(2) The mathematical model for calculation of disk
(3) The selection of the value of K;

(4) The basis for classification;

These key points above have important influencehenaccuracy of classification of K-NN algorithmhé&se
influencing factors reflect in the progress of #pplication of classification are as follows:

(1) The features with no effect on the classifmator with little effect on the classification aresolved in the
progress of the application of classification, whieduce the accuracy of classification;

(2) The features involved in the progress of cfasdion invariably with different influence degrethese features
will have adverse effects on the classification,condition that different weight values are noaeltied to these
features according to these influence degree;

(3) The different distance models, reflecting rielaships among features, have different degreefbfance in the
progress of classification. The selection of défardistance model will obtain different accura€glassification.

Most of the improved K-NN algorithms are accordittgthese factors above and combining with the $ipeci
application of different fields. Removing featungsh little effect on the classification and impiog the distance
model are the hotspots of the improvements of Kaigrithm.

THE PRINCIPLE OF IMPROVED K-NN ALGORITHM
In this paper, removing features with little effegst classification and improving the distance mddehe main
direction of K-NN algorithm improvement.

The basic principle of improved K-NN algorithm is #ollows: Firstly, the PCA method was introducetbithe
progress of classification of K-NN algorithm, inder to remove these features with little effectlmaclassification,
and obtain new features described as principal ooewt [2, 3]; secondly, different proportion valwesre attached
to new features according to their influence degaed participate in the computational of distamumlel, in order
to obtain the improved distance model, which réflebe degree of impact of each new feature insifieation;
finally, colligating the steps described above,aging the appropriate value of “K” and classifythg samples.

AThe Principle of PCA

To remove features with little effect on classifioa, we introduced the PCA into the process o$sification of

K-NN algorithm. The goal of PCA is to identify tleost meaningful basis to re-express a data seth@pe is that
this new basis will filter out the noise and revdatiden structure. The PCA produces a series cflated new
comprehensive indicators, by constructing appropriaear combinations of the original featuressamples, and
then selects new comprehensive indicators prodincte step described above, which keep the infoomaf the

original indicators of sample as much as possifilly, using these selected new comprehensivécantaols,

instead of the original indicators of samples,ralgze and solve problems([4].

The principle of PCA is as follows:
Assume that the original features of sample (thgiral indicator) are described as follows;x,, X, ...X.,, and the

new comprehensive indicators, corresponding tootfiginal indicator, are described as follows;, y,, ys,...y, (
p<m), and the relationship between the two indicai®es follows:
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Yp = U X U X F U X
Yo = Uy X UKt U X (3)

yp = uplxl + up2X2 *e 'upmxm

Uy Uy - U,

U~ u?z u:zz u?z @
Up Uy - U

Y=UTX ®)

Y = (Y1 Y2 Yot Yp) (6)

The selected new comprehensive indicatgysy,,y,,...y, are described as the 1st, 2nd, 3rd..., Pth principal

component of the original indicataxs x,, X, ...X.,, andy, accounted for the largest proportion in the totaiance,

and the proportion of the rest indicators are desing according to the order. In the process olfyaisaof practical
problems, the principal components with larger prtipn are selected, in order to reduce the nurobeariables,
grasp the principal contradiction, and simplify tieéationship between variables.

BThe Principle of Improved Distance Model

The weight values of every principal component was® introduced into the distance model, in otdemprove
the effectiveness of distance calculation. Thedpshnciple of improved distance model of K-NN aigiom is as
follows:

1) Every single principal component was used igsifecation of classical K-NN algorithm separatelffest (the 1st
classification), and the correct rate of classtfarawas recorded as the weight value of princijmsthponent.

2) Using the recorded weight value of correspondinigcipal component to participate in the classifion of
K-NN algorithm (the 2nd classification).

The improved distance model is as follows:
n

d(xi'xj)= zwr (ar (Xi)_ar (Xj))2 (7)
r=1

Notes:
a (x) : The rth principal component of sample x;

W, : The correct rate of the rth principal componergampley obtained in the 1st classification.

d(x,X;) : The distance between any two sampjeandX; .

C The Basic Steps of The Improved K-NN Algorithm
The basic steps of the improved K-NN algorithmasdollows:

1) The features of the samples to be classifiedratyzed with PCA, to obtain every componentsthail proportion,
and determine the principal component to partieipatclassification of K-NN algorithm, which canalease the
number of components, and reduce the computatidrcamputational complexity of classification.

2) Every single principal component is used in gifacation of classical K-NN algorithm separatednd then the
correct rate of classification is recorded as weigilues (w), in order to participate in the distarcalculation of
K-NN algorithm in the next step.

3) The distance between any two samples are ctdculgith the weight values (w) by the formula (@hd then
choose the appropriate value of “K” by experienic@rder to obtain the results of classification.
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APPLICATION OF IMPROVED K-NN ALGORITHM IN CLASSIFICATION AND IDENTIFICATION
OF LIVER CANCER

Texture feature and shape feature of liver is ttennbasis of classification and identification ofer cancer.
Generally, normal liver and liver with diseases @istinguished by texture feature, and the typd#/ef cancer are
distinguished by shape feature. In this paper,ifiggoved K-NN algorithm is applied to classificatibbased on
texture feature and classification based on shegi@irfes respectively [5-10].

A Classification Based on Texture Features

Texture generally refers to the gray changed rfi@mage pixels (or sub-region) people observednige analysis,
the digital features which describe the gray chamge defined as image texture features. Textatures are
important features to reflect the macroscopic giagnges. Tissue texture can reflect human tisstreat@r not.

Texture pattern of normal tissue is the same. &dtite pattern of diseased tissue is differenttdrexofhealthy tissue
and diseased tissue are different in the degreabickness and trend of distribution, So that imégdure is an
important feature of medical images.

Gray Level Co-occurrence Matrix (GLCM) is the mostmmonly used statistical analysis methods. Inisnaage
texture feature analysis method based on the semuled conditional probability density functionidtthe basis is to
analyze basic image model and images arranged[fules

In order to describe the image texture featurestinely with GLCM, some parameters which can reffiine state of
the matrix are exported. The parameters obtaindddiyre extraction are described as follows:

1)Energy: Energy is the sum of squares of eachezienf GLCM and a uniform measure of gray chandesage
texture; itreflects the degree of uniformity angttee’s level of coarseness of the image grayibistion. When the
image texture is fine and it's evenly distributedergy valueisbigger.On the contrary itis smaller.

2)Entropy: Entropy is a measure ofinformation cantef image.It showsthe complexity level of imagture
andreflectsheterogeneity of image texture.The GLEYayscale is almost zero and the entropy valaksdsclose to
zerowhen the image presents very smoothly and didsxture at all.On the other hand, pixel value&bCM are
equal, entropy tends toward the maximum value whenmage is full of fine texture,when the imagestdess
texture, elements values of GLCM are very uneved,the entropy value is smaller.

3)Contrast:Contrast is also known as moment otimdt is moment of inertia near the main diagosfaGLCM. It
measures how the values of the matrix are disgtband level of local changes within image, refléatage clarity
and groove depth of texture. The deeper texturevg®are, the greater contrast is, the more chastial effect gains.
On the contrast, when grooves are shallow and ihealeffect is unclear, the contrast is small. (@Bt ratio
evaluates gray changes of image from another aspeetmore uneven the image shows, the greaterelif€es the
gray values are, the finer textures captured, thatgr the contrast value provides.

4) Correlation: Correlation measures the degrestnaifarity of space GLCM in row or column directiofize of the
relevant values reflects the local gray correlatibimage. When the values of matrix elements greak value of
correlation is big. On the contrary, when thera isig difference between matrix elements, valueoofelation is
small.

5) Local stationarity: Local stationarity is alsedwn as inverse gap. It is used to measure thédbeages of image
texture. When there islacks of change betweenrdiftaregions of image texture, value of local etarity is big and
local is very uniform. Local stationarity refledcte homogeneity of the image texture to some extent

The steps of classification based ontexture featare as follows:
1) Using the method of PCA to calculate the comptsand their contributions, corresponding to éxéure features

are as follows:
TABLE 1. PCA ANAL YSISOF TEXTURE FEATURES

Component Y1 Y2 Y3 Y4 Y5
Contribution Rate % 2574 2166 2453 19)82 85
Accumulation of Contribution Rate % 25.14 47.40 98l| 91.75| 100.0

The accumulation of contribution of the first foaomponents achieved 91.75%, and the fifth component
contribution rate is only 8.25%. According to thealin table 1, we can conclude that the first fmmponents can
be used as the principal components.
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2) Based on the step 1, every single principal comept was used in classification of classical K-Aliyorithm
separately (the value of “K” is “7"), and then therrect rates of classification which would papate in the
distance calculation of K-NN algorithm in the netep were recorded as follows:

TABLE 2.CORRECT CLASSIFICATION RATESOFEVERY PRINCIPAL COMPONENT

Principal Componen Y1 Y2 Y3 Y4
Correct rate % 65.34 4276 52.00 3481

3)For 1000 samples, using the principal compon@fitsY2, Y3, Y4) as the new features, the distapesveen any
two samples are calculated by using“(7)”, with tieight values. which was recorded in TABLE 2. The value of
“K" is 7, which was determined by experience. Tasult of classification was as follows:

TABLE3. CORRECT RECOGNITION RATE BASED ON TEXTURE FEATURES

A B
Total number of sample
u P 300 | 700
The number of images identified correctly 249 604
Correct Rate % 83.0 86.29

Notes:
Column A: The number of images with normal liver;
Column B: The number of images with liver cancer;

There are 300 images with normal liver, and 700gesawith liver cancer. According to table 3, we canclude
that the correct rate of recognition of normal liveas 83%, and the correct rate of recognitionarIcancer was
86.29%, both of the correct rates were more tha¥h,8@hich could meet the demand of classification an
identification of live cancer in a certain extent.

B Classification Based on Shape Features
The types of liver cancer are divided as cyst, hegizana and liver cancer. These types of liver cace® be
distinguished by shape features. The shape featerdsscribed as follows:

1) Perimeter P of the target area boundary

Suppose B is the target area boundary. The perirokERerefers to the length of the smallest outeurtdary contour
of the connected region. The number of pixels albbgundary gives a rough approximation of its feng method
based on the 8-neighborhood chain code is emplwyediculate the perimeter of boundary. Using &hlkorhood
chain code to trace the outline of the target anebrecord the chain code value. Suppose the nurhbegen pixels on
the outer contour was M, the number of odd pixeds W, So that, the function of calculating the peter of
connected region is as follows:

P=M++2N (8)

Although the calculation is complex and low spee@deduracy is higher than the other methods.

2) The Length and the width of the target area

(1) The lengthof the target area(Maxd): The digtametween two points on the boundary which are lyisieparated
is defined as the lengthof the target area.

The length of the target area is defined as:

vad=naD@.p)l O

Where Maxd could be Euclidean distance, or blockatice or chessboard distangendp, are points on the
boundary.

(2)The width of the target area

The straight line between the two points with |estgdistance divides the target area boundary imtodategories.
The sum of the maximum vertical distances betwhempoints on different parts of the boundary amdstihaight line
is defined as the width of the target area. Thewid the target area is calculated as follows:

[JRecord two terminal vertex of the two points witindiest distance,, Afxys). B(Xg, Yg)-
(2Link the endpoints A B to a straight line L. Divigeints of the target area into two categoriesnfpmint A to point
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B, the clockwise points on the target contour carctillect as one category, and the other categomains those
points on counterclockwise direction.

[JCalculate the longest distance x1, x2, betweentpdiom those two categories to line L respectively
[Calculate the width of the target area.

Mind=x1+x2 (10)

3) Area A of the target region

There are many methods to calculate the targetairdagital image. A method based on counter cltaide was
adopted in this paper.Get integral for x-axis aleight-neighborhood chain code contour, then tka af the target
region base on 8-neighborhood chain code can laénelot The calculation formulas are as follows:

LEDINCHIREEVCY) I
Y =y, tdyG)  i=12[0IN 12
Note:

¥ :The vertical axis;
N: The number of chain code value;

dx(c) anddy(cl) : Theoffset of the horizontal and vertical coordéasa

4) Perimeter and area of Minimum External Recta(iIER)
Minimum External Rectangle (MER) is the rectanglerfed by the maximum diameter and the minimum diame
Perimeter of MER is calculated as follows:

p, = 2(Maxd + Mind) (13)
Area of MER is calculated as follows:
A. = Maxd x Mind (14)

7

5) Circularity
Circularity is also known as compactness. It isduse describe the circularity of regional shaperc@arity is
calculated as follows:

PZ

47H

C = (15)

Note: C is circularity, P is the perimeter of regabbounder, and A is the regional area. Whendbmn is circular, C
gains the minimum value 1. When the region is land thin strip or even more complex, value of €nigller.

When size of the target region remains the sangerdpional area and the length of the border amnafsed to
describe the shape of target. For image whichréa s known, the perimeter is smaller and closeirtle. Longer
diameter means rougher surface and more complgesh&or image which its area is unknown, the highge
circularity, the longer the diameter of unit areag the more complex the shape of region.

6) Eccentricity
Suppost the length and the width of target regrerkaown, Eccentricity is defined as:

K=Mind/Maxd (16)

7)Rectangularity
Rectangularity of target region reflects the fiflievel of target area to its minimum external aegle.

Rectangularity is calculated as follows:

e = A (17)
A

r

Note: A is the area of the target region; Ar isdhea of minimum external rectangle of the targgtan.

Rectangularity e of rectangular gets the maximuluwesa, e of triangle rectangular gets value 1f,reund get value
71/4, e of ellipse get valug/2. Value of rectangularity becomes smaller fondkr and curved objects.
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8) Edge complexity
Edge complexity refers to the ratio of the lengtliregular edge images to the length of theiirfgtimages.Edge
complexity is calculated as follows:

r = L (18)
P

Note: P is the perimeter of target region; Pr ésgbrimeter of minimum external rectangle of thhgearegion.

The steps of classification based on shape featmeeas follows:

1) Using the method of PCA to calculate the priatippmponents and their contributions, correspandinthe
shape features are as follows:

TABLE 4. PCA ANALYSIS OF SHAPE FEATURES

Component Y1l Y2 Y3 Y4
Contribution Rate % 54.9 3261 392 857
Accumulation of Contribution Rate % 54.90 | 87.51| 91.43 10(

The accumulation of contribution of the first tw@neponents achieved 87.51%, and the accumulation of
contribution of the 3rd and 4th component are didy49 %. According to the data in table 4, we camctude that
the first two components can be used as the pahcgmponent.

2) Based on the step 1, the two principal companergre used in classification of classical K-NN oaithm
separately (the value of “K” is “5"), and then thkerrect rate of classification which would partate in the
distance calculation of improved K-NN algorithmniext step was recorded as follows:

TABLE 5.CORRECT CLASSIFICATION RATESOF EVERY PRINCIPAL COMPONENT

Principal Componen Y1 Y2
Correct Rate % 35.90| 78.00

3) For 700 samples, using the principal componé¥its Y2) as the new features, the distance betvaagntwo
samples are calculated by the formula (7), withvtlegght values w, which were recorded in table l&e Value of
“K” is 5, which was determined by experience. Tasult of classification was as follows:

TABLEG6.CORRECT RECOGNITION RATE BASED ON SHAPE FEATURES

A B Cc
Total number of sample 300 140 260
The number of images denitrified correctly 244 108 227
Correct Rate 82.009 73.57% 87.31%

Notes:
Column A: The number of images with cyst;
Column B: The number of images with hemangioma;
Column C: The number of imageswith liver cancer;

There were 300 images with cyst, 140images withamgioma, and 260 images with liver cancer. Accaydm
table 6, we can conclude that the correct rateesobgnition of cyst was 82%, the correct rate obgaition of
hemangioma was 73.57%, the correct rate of redognif liver cancer was 87.31%, and the correct @it
recognition of cyst and liver cancer were more t8@%.

CONCLUSION

Combined with the specific characteristics of dfacsgtion feature of live cancer, in this paper, w®posed an
improved classification algorithm of K-NN, and pioed the detailed description of the improved &thar. The
experiment proved that the algorithm proposed iis fhaper can obtain better results in classificatand
identification of live cancer, and the results loé texperiment are as follows: 1) In addition teetihemangioma
with the accuracy as 73.57 percent which is leas 80 percent, the rest of the classification amuare more than
80 percent, can meet the demand of classificatiwh identification of live cancer in a certain exteR) This
improved algorithm is suitable for the classifioati with a few features, especially for classifioatiand
identification of live cancer, nonethelessits tiafficiency is lower than traditional K-NN algorithrwhichmay also
need a little more improvements.
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