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ABSTRACT

In the case of solving the problem of that the evaluation index of frequent flyer program is single, cannot identify
high-value passengers accurately, present a method of discovering high-value passengers combines Map/Reduce and
data mining. Processing gigabytes of PNR data on Hadoop by Map/Reduce parallelly, according to the improved
RFD model and analytic hierarchy process, determine the customer value indexes and the weight of each index,
identify the high-value passengers by data mining, and make an experiment on a real PNR dataset. The experimental
result shows that, the method can effectively identify the high-value passengers of airline and provide a favorable
basis for airlinesto make effective decisions.
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INTRODUCTION

With the deepening of civil aviation information, large number of PNR (Passenger Name Record) data
accumulated in the booking system of every airlihe[n the face of these valuable data resourcesynairlines
have not doing effective data analysis and datangirCurrently, many airlines have launched thejdient flyer
program. However, the frequent flyer program justelops VIP clients according to the mileage, androves the
loyalty of passengers to the airline by integrathange. Obviously, it cannot accurately identifghivalue
passengers according to the single data indexmfe sdient may participate many airlines' frequéyeif programs

at the same time. Therefore, the frequent flyer beship program in VIP system cannot form an eiffect
attraction to passengers.
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Fig. 1: The percentages of passengers of different flight number
According to the flight number of passengers, cmgnthe booking data of passengers which is inrdservation

system of civil aviation of China from 2010 to 2Qlhe statistic result is as follow figure 1. Imgdre 1, the
passengers who only takes one flight in two yeatsant for 27% of total passengers, the passengerdakes two
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to four flights in two years account for 51% ofalbpassengers, the passengers who takes five ftigiets in two
years account for 14% of total passengers, theepgsss who takes eleven to twenty flights in twargeaccount
for 5% of total passengers, the passengers whe talieve twenty flights in two years account for 8%dotal
passengers. It can be seen that non-frequent peessemccount for above 90% of total passengerspamto the
number of frequent passengers, the number of resquémt passengers is more massive.

In order to further investigate the ticket attriésitof non-frequent, according to the ticket dis¢anformation of
passengers, analyzing the booking data of non-émtgpassengers which is in the reservation systeweivd
aviation of China from 2010 to 2011, the resultass follows figure 2. In figure 2, it can be seeatth lot of
passengers had booked high-value tickets, more 1B@nmillions passengers would buy much more than 5
percentages off ticket, more than 8 millions pagsemwould buy full price ticket or first-class dakicket.

Therefore, to the airlines, it is an urgent questlmat how to use the PNR data of non-frequent flgadentify the
high-value passengers quickly and accurately infigvee market competition, and create greater fiteimethe
short-term with limited resources.

The high-value passengers often choose air tragehuse of work needs, time, high-quality flightvéss or
comfortable cabin environment, and the price casioes are not often important to them. Thereforajnaple
definition of high-value passengers is just thggR]the customers who often choose air travel, @ik booking
class is higher than the others.
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Fig. 3: The statistic of flight numbers of passengers

The routes which high-value passengers chosen faee &ixed in a period of time, therefore, analyyithe
short-term value of passengers in a specific romi@jng the high-value passengers, and making samgeted
service to them before they travel again in lasteo that attracting them to fly with this aidiniTo the airlines, it
undoubtedly has great help.

Currently, in the aspect of mining high-value aiglicustomers, most domestic and foreign studies@mbined
with customer life cycle, and make data mininghia frequent flyer datasets with small amount. Tésult of data
mining often needs long-term investment for aidinend the utilization rate of resources is vewy.l&ven though
the precious PNR dataset of non-frequent flyeritihas has great potential, but because of thessige amount of
data, it is difficult to handle by conventional mnetis[4]. Now, as an much advanced data processwdgelm
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Map/Reduce could cluster computers, parallel pingshe computing task, deal with mass data ressuguickly
and accurately.

For this reason, the paper presents a method tgzenaigh-value passengers of airlines based on 8M& At first,

deal with mass PNR data resources by distributedgssing mode in Map/Reduce[5][6][7][8][9][10],téFing the

data which does not meet the requirements quiaktiyeffectively. Then, according to the improved R&Witomer
value model, transforming and identifying the custo value indexes, determining the weight of eamtex by

AHP( Analytic Hierarchy Process) and the experieotexperts. After that, calculating customer vabased on
customer value indexes and weight, make clustdrirtpe processed dataset by the optimized k-melassecing

algorithm, and comparing the clustering resultshviite dataset mean, identifying the customer valuehat

discovering the group of high-value passengers) #tralyzing the characteristics of the passengmrpy. At last,
make experiments on a real PNR dataset. The expetainresults show that, the method proposed sgaper is
accurate and effective, and it can identify thehhiglue passengers of airline quickly, so it pregida favorable
basis for airlines to make effective decisions wfté limited resources in short period and makéebgtush service
to the high-value passengers.

MAP/REDUCE AND THE CERTAIN OF CUSTOMER VALUE INDEXESAND WEIGHT

DISTRIBUTED PROCESSING ON MAP/REDUCE

Hadoop is an open source computing platform whicdveloped by apache software foundation. It hadata
processing model of Map/Reduce as its main concemd, provides a distributed infrastructure whichs ha
transparent underlying details for users. As thee @mmputing model of google, Map/Reduce could daleeand
calculate different computational tasks efficierdlyd accurately. It highly abstracts the paraltehputing process
which runs on the cluster of computers as two fionst the function of map and the function of reglu¢he
function of map takes an input such as <key, valtigen forms an intermediate output such as <kalyevlist>, all
values which has the same key form a set and this gassed to the function of reduce. The functbmeduce
takes an input such as <key, value>, then opensethef values and deal with the values insiddast; the function
of reduce produces an output such as <key, valsetheaprocessing result. Because of Hadoop hasRédpte
which is as an efficient task scheduling modeljtsglows users to develop parallel applicationsewlihey don't
understand the underlying details of distributestesyn, and organize computer resources, build thveir distributed
computing platform, make full use of the computimpwer of clusters, deal with the mountains of
data[11][12][13][14].
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Fig. 4: The operation mechanism of Map/Reduce

THE CERTAIN OF CUSTOMER VALUE INDEXES

In customer relationship management, the RFM madal classical model to measure customer valuleadtthe
following three kinds of customer value indexesc&&y  (recent time of consumption), Frequenagiiiency of
consumption) and Monetary (amount of consumptigwlording to the model of RFM, Goodman et al putviard
to apply the limited resource of enterprises tdhhiglue customers, enhance the use efficiencysafuree, Hughes
et al divide consumers into five categories, andpadiifferent marketing strategies to the five tymé customers.
However, because of the special nature of thenaiilndustry, the traditional model of RFM is nottable for the
analysis of airline's customer value completelyerBifiore, the paper modifies the three indexes dfl RE follows,
and make full use of the improved model of RFDrialgze the data of high-value passengers of asfirfe22].

R: the days between the date of a customer lass tfilghts in a route of this airline and the daftstatistics;
F: the cumulative numbers of a customer takestigna route of this airline in a period of time;
D: the average discount of a customer takes flighésroute of this airline in a period of time;

THE CERTAIN OF THE WEIGHT OF CUSTOMER VALUE INDEXES
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AHP(Analytic Hierarchy Process) is a simple methlafdcombing quantitative analysis and qualitativealgsis
together to deal with the decision problem whicFuszy or complex, it is put forward by A.L.Saatyprofessor of
University of Pittsburgh in 1980. It makes full uskthe experience and judgment of experts, andoéeieb the
basic characteristics and development process ioKitly decision. Moreover, it has the advantagesclefr
thinking, simple, mature, systematic and so on.r@foee, using AHP to determine the weight of eauttek in
customer value analysis[23][24][25].

Here are the specific steps to calculate the wdiglanalytic hierarchy process.

(1)Constructing judgment matrix

Constructing judgment matrix of orders forn elementsC = (¢;;)n.n, the ¢;; mean factors of andj relative to
the importance of target.

(2)Consistency of judgment matrix

Assume the eigenvalues of judgment matrix afed, ..., 4,, so X, A; =n. When the matrix is complete
consistency,A; = A4, = 1, the other eigenvalues are zeros. When the judgmmettix has full consistency
cannot be guaranteed, the corresponding eigenvalfigedgment matrix will change. Therefore, juddeet
consistency of matrix deviation by negative mealuera’l of eigenvalues except maximum of judgment matrix.
The calculation of Cl is as follows formula (1),

Cl = (Apax —m)/(n—1)(1)

To give a measure indicator of consistency, it se&m introduce the mean random consistency inBéxof
judgment matrix of different orders. When the oridegreater than 2, the ratio of consistency index judgment
matrix with consistency index of the same ordermeadom is called random consistency ratioC&s as follows
formula (2),

CR = CI/RI(2)
When CR < 0.1, the judgment matrix is consistent, or it needsdadjusted.

(1)The calculation of weight distribution
At first, calculating the weight of every effectijadgment matrix, it could be attributed to a pmeohl that
calculating the maximum eigenvalue and charactensictor of judgment matrix, here is the root noeth

Calculating the product of elements of each rojud§ment matrixM;, as follows formula (3)i = 1,2 ...,n

M; = I1j=1 ¢i;(3)
Calculatingn root of M;, as follows formula (4),

W = "/M;(4)
Normalizing the vectoV = (Wl, Wz ...,Wn)T, as follows formula (5),

W, = W/¥}-, W(5)
W =W, W,, .., W,) is just the vector what wants, is also the comwadng weight coefficient.

After calculating the weight of each effective jmdgnt matrix, the arithmetical average of weightsabbve
effective judgment matrixes is the weight of eaattdr.

CLUSTER ANALYSISBASED ON THE K-MEANS CLUSTERING ALGORITHM OF OPTIMIZING THE

INITIAL CLUSTER CENTER

DATA STANDARDIZATION

Because of the magnitudes of different consumeunevahdexes vary widely, the effects of three faztare
imbalance obviously, so that data values will makeig difference. In order to eliminate the inflaenof
imbalanced distribution and different magnitudestadet requires standardized data processing hiéfdustering
analysis. In general, there are two kinds of déaadardization mode, the first is to convert théadat, make all
values of the dataset in the 0 ~ 1; The second istandard the dataset, make it obey the standardinrmal
distribution of the average number is 0 and thendsted deviation is 1; In this study, taking thesffidata
standardization method.
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SupposeX is R, F or D variable, X' is the maximum value oR, F or D variable in the dataseks is the
minimum value ofR, F or D variable in the dataseX’ is X variable after standardization.

To R variable, its value is more higher, the value @isumer is more lower. Thereforg, variable has a negative
effect on customer value, it is a negative cori@haindex, standardizing it by formula (6),

X' = (X* = X)/(X" — X5)(6)

To F or D variable, its value is more higher, the value afisumer is more higher. Therefor, or D variable
has a positive effect on customer value, it is sitp@ correlation index, standardizing it by fora(7),

X = (X = X5)/(X" = X5)(7)

K-MEANS CLUSTERING ALGORITHM OF OPTIMIZING THE INITIAL CLUSTER CENTER

K-means clustering algorithm is a kind of much sieal and mature clustering algorithm, the greathatacteristic
of this algorithm is be able to make the data wtécim the same cluster have high similarity, e tata which is
in the different clusters have low similarity. Mokesr, k-means clustering algorithm has the advastad a small
amount of calculation and rapid constringency sp¥eéden deal with big datasets, compared with othestering

algorithms, k-means clustering algorithm occupiegimsmaller memory space and computing time[26][ZTie

specific application procedure of K-means clustgafgorithm as follows:

(1)Inputting a dataset that haé pieces of data, and
appointing the amount of cluster is. Make I = 1, selectk nodes in the dataset as the initial cluster ce#fér),

j=12,..k;

(2)Computing the distance between each data in the
dataset and thé initial cluster centerd(x;, Z;(I)), i =1,2,..,n, j = 1,2, ..., k, if meet D(x;, Z,,(I)) = min

{D (xi,Zj(I)),j =1,2,...,k}, putting x; into clusterm;

(3)According the formula (8) to compute the sum
Squared error criterion functiorj,, and judging that if medj.(I) — J.(I — 1)| < & , the algorithm terminates.

Jo() = T, 3|9 - Z; ()|’ (8)

Or makel = I + 1, according to the formula (9) to compute the néyster centers, and return (2)

2D = - XLy x(9)

However, it is inevitable that the dataset has samuokated data nodes, which are far from the datiensive area.
Because of that it is random to select initial t#usg center, it will make the clustering resulbguce deviation.
Therefore, improve the classic k-means clusteriggrahm. At first, exclude isolated data nodesading to the

thought of sum of distance, optimize the selectibmitial clustering centers, then make clustgram the dataset
which excludes isolated data nodes, the isolateaimtzdes are clustered at last[28].

According to the thought of sum of distance, coragghe distance between data nodes in the datessehd matrix
of sum of distance (see table di,j) is euclidean distance)(i,j) is the sum of distanced = sqrt((x, —
%)+ (y2 = y1)* + -+ (22 — z1)?) ;), screen the data node which has the biggesta§udistance with the other
data nodes. According to the accuracy requiremestieenM data nodes, make the isolated data nodes not
participate the selection of initial clustering tas, so avoid the clustering results emerge bigatien.

After screenM isolated data nodes, make another matrix of sudistéince with the dataset which has I§ft- M
pieces of data, so that find out the two data ndbasone is the farthest away from the other dmehis study,
the data which is in the dataset is three-dimerjonake a line segment with above two data nasktghe center
of line segment as the centre of sphere, set tieesikegment as the diameter, draw a sphere. Thetheseenter of
line segment as the centre of sphere, set halfeofite segment as the diameter, draw an endospbetr¢he centre
of sphere as origin, build a three-dimensional €aain coordinate system, in the eight quadrarks, ttee center in
each arc as the initial cluster center. After dalgcthe initial cluster center, make clusteringarding to the classic
k-means clustering algorithm. At last, computedistance between each isolated data node andrctastters, and
sort out the isolated data nodes.
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Tab. 1: Martix of sum of distance

node 1 node 2 node N D(i, N)

N

node 1 0 a2y | .. | dny Zd(i, 1
i>1
N

node2 | d(12) 0 () Zd(i, 2)
i>1
N

nodeN | dLN) | d@eN) | .. 0 Zd(i,n)
i>1

EXPERIMENTAL ANALYSIS

DATA PREPROCESSING

In this study, make an experimental analysis aahPNR dataset, which is provided by an informmatiompany that
includes all domestic passengers’ travel data flanuary 1, 2010 to February 28, 2011, the sizatisét is 48.6G,
processed by five PCs which are clustered, the ¢ifypeocessing is four hours. Suppose the stadistiate is January

1, 2011, soR variable represents the distant days betweerstitali date and the date of the passenger lass take
flights. At first, make full use of the data prosig) model of Map/Reduce to preprocess the bigraiglataset. Then,
compute the PNR data of passengers who have saaed Bame route as follows:

(1)Get the maximum value of departure date;
(2)Count the number of the PNR data which has sdemgity ID and same route;
(3)Get the average value of flight discount;

Tab. 2: The processed PNR dataset

1D Airl Orig | Dest | Rece | Freg Disc
1 265 290 | SzZX PEK 23 4 1.021
2 318 155 | PEK | SHA 25 5 0.979

n 411 315 | PEK | CAN 3 4 1.047

Because of the three basic conditions of identgfyligh-value passengers are travelling frequectiposing high
classes and having travel records in short terraréfbre, the data which not meet above conditismet in the range
of this research. So, filtering these data accgrtiirthe following conditions:

(1)The travel number is greater than or equal tw fio recent two years;
(2)The average travel discount is greater thamaalkto four;
(3)Have travel records in the last sixty days;

DETERMINING THE WEIGHT
In the determination of airline’s customer valuderes, invited many experienced experts of civibian area to
participate, use questions and AHP to analysisdlative importance of customer value indexes.
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Fig. 5: Sketch map of data processing
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At first, let the experts compare the relative imipnce of the three customer value indexes by sia¢es method
and make judgment matrix. Then, test the consigiteach expert's judgment matrix, as a resultrettae eight
judgment matrices conform to the consistency regoént, these judgment matrices are effective juddymeatrices.
At last, compute each effective judgment matrix'sight, take the arithmetic mean among these weightsach
customer value index’s weight[29]. The final judgmheesult is :w, = 0.1036, wy = 0.3705, wp, = 0.5259.The
result shows that, the weight &f variable is bigger than the other two. Hence, thgegls agree that the average
ticket discount is the most important factor thig¢ets the customer value.

CLUSTERANALYSIS
In order to make the analysis more representaitivihis cluster analysis, choose three golden soutaich is from
Beijing to Shanghai, from Beijing to Guangzhou &man Beijing to Shenzhen as the study object.

Before the cluster analysis, the dataset need ttdelardized. Then, according to the determinatboer value
indexes’ weight and the normalized PNR data, compath consumer’s value by formula (10):
Value = WR * VR + WF * VF + WD * VD(].O)

Among them, Vg, Vg, V,, is separately the customer value indeRofF, D after standardization.

According to the three customer value indexes efatlice days, travel numbers, average ticket discaonake
cluster analysis on the dataset by k-means clatgerithm of optimizing initial cluster center. Thkister algorithm
must give the number k of clusters in advance, bezaf the average of customer value index of eaddter in the
cluster result needed to compared with the aveshgeistomer value index of full dataset, and themes only two
conditions of comparing each customer value inbeger or smaller, therefore, in the case of thaskt is uniform
distributed, the number of clusters is 2*2*2=8 ks®.

After get the result of clustering, compare therage of customer value index of each cluster inctbster result
with the average of customer value index of fulladat, so that more clearly show customer feathieach cluster,
moreover, provide more favorable reference foired

Tab. 3: Theresult of clustering in the route which isfrom Beijing to Shanghai

Cluster Rate R F D Value
1 5% 7.46 9.31 1.97 0.28
2 16% 27.58 6.20 0.98 0.13
3 16% 39.97 5.89 1.05 0.11
4 17% 17.66 6.59 1.00 0.15
5 3% 26.21 6.86 1.97 0.24
6 16% 2.96 7.85 1.00 0.18
7 15% 9.89 7.02 0.99 0.16
8 13% 53.53 5.65 1.08 0.09
Dataset 100% 23.57 6.70 1.09 0.15

Tab. 4: Theresult of clustering in the route which isfrom Beljing to Guangzhou

Cluster Rate R F D Value
1 11% 53.97 5.63 0.97 0.16
2 13% 29.15 6.12 0.95 0.20
3 16% 10.95 6.16 0.95 0.23
4 17% 20.05 6.31 0.95 0.22
5 3% 40.55 6.40 1.78 0.38
6 18% 3.38 7.60 0.96 0.26
7 7% 11.80 7.61 1.78 0.44
8 14% 40.39 5.83 0.94 0.18
Dataset 100% 23.68 6.43 1.04 0.23

Tab. 5: Theresult of clustering in the route which is from Beijing to Shenzhen

Cluster Rate R F D Value
1 5% 9.20 15.27 1.06 0.29
2 19% 6.24 5.68 0.95 0.18
3 15% 53.91 5.34 1.01 0.10
4 17% 29.23 5.33 0.98 0.14
5 16% 41.71 5.52 1.02 0.12
6 20% 17.33 5.56 0.93 0.16
7 4% 12.69 6.07 1.87 0.28
8 3% 29.55 13.10 1.06 0.23
Dataset 100% 26.62 6.23 1.02 0.16
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Tab. 6: Theresult of comparing the average of each cluster with full dataset in the route which isfrom Beijing to Shanghai

Cluster R F D Value
1 ! 1 1 1
2 1 ! ! !
3 1 ! ! !
4 l ] ] ]
5 1 1 1 1
6 ! 1 ! 1
7 ! 1 ! 1
8 1 ! ! !

Tab. 7: Theresult of comparing the average of each cluster with full dataset in the route which isfrom Beijing to Guangzhou

Cluster R F D Value
1 ! ! !
2 1 ! ! !
3 l ! ! !
4 ! ! ! !
5 f | t t
6 L 1 | i
7 I 1 t t
8 1 ! ! !

Tab. 8: Theresult of comparing the average of each cluster with full dataset in the route which isfrom Beijing to Shenzhen

Cluster R F D Value
1 I t t t
2 l ! ! 1
3 1 ! ) )
4 1 ! ! !
5 1 ! ) )
6 ! ! ! !
7 ! ! 1 1
8 1 i 1 1

CLUSTERING FEATURE ANALYSIS

From table 3 and table 6, it can be seen thatctistomers in first cluster are L F T D TV T and the customer
value is the highest in full dataset. Thereforethe airlines, these customers are the most vauadsnmercial

passengers. They often take the airline’s flightéwieen two cities, and the average ticket prichiggh, more

concentrated in the first-class cabin. This parpa$sengers creates more considerable profit ttrarsy airlines

should focus their limited resources to serve fasg of passengers, so that retain them, and edtabhg-term

friendly relationship with them.

The customers in fifth cluster a®® T F T D TV T and the customer value is higher than othRrgariable of this
part of passengers is greater than the averagepdssible that they have selected other airlimeen they travel
again in this route in recent. This part of passesifpave no fixed airline’s flights when they triatberefore, each
of airlines has the same chance to establish eldagionship with them. Airlines should pay speattention to

further development of these customers, and cartysome targeted market promotions to them, soithatove

airlines’ attractive.

The customers in sixth and seventh &¢ F T D 1 V T and the customer value is a little higher tharethThis
part of passengers travel frequently in this rdutié take a little lower ticket price than othersasBd on their
consumption behavior, airlines should launch mbgats service activity, for example, if take theket discount up
to 120%, just enjoy the first-class cabin servidetlte ticket discount up to 150%, so that stimul#teir

consumption.

The average of customer value index of other olssgeclose to or lower than the average of custorakie index

of full dataset. To the airlines, their commeraialue is low, airlines should not put the limitezbources to attract
these passengers.
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Fig. 6: Theresult of test accuracy

PREDICTION TEST

Test the probability of high-value passengers kaepravelling in a route in future short time whishunearthed by
above method with the PNR dataset of the previauwsmonths of 2011, the result of test accuracysisaove
figure 6, the probability of high-value passendarsp on travelling in the route of Beijing to Shhagin January,
2011is 51.1%, in January and February, 2011is 631% probability of high-value passengers keeprawvelling
in the route of Beijing to Guangzhou in Januaryl®® 47.2%, in January and February, 201lis 59.5ke
probability of high-value passengers keep on ttangeln the route of Beijing to Shenzhen in Jany2811is 53.1%,
in January and February, 2011is 66.4%. It can le@,sthe forecasting accuracy is high, this metoéast and
effective.

CONCLUSION

The PNR data in reservation system of airlines dbasenon-frequent flier is very valuable, airlinesuld dig out
high-value passengers in it. The majority of thesstomers travel frequently between two cities oedain period
of time because of work, and take higher ticketerihan others. They are not constraint by speeifiines,

therefore, which airline could find this part ofgsangers quickly and accurately and establish grtlrm friendly

relationship with them, which airline will be ousiding in the fierce competition. The paper presentethod of
discovering high-value passengers combines Map/gednd data mining, and make experimental anatysia

real PNR dataset. The result shows that, althonghe face of a PNR dataset which has massive ttetanethod
also could deal with easily, and it could effeciyvielentify high-value passengers, provide refeeefar airlines to
focus limited resources in a short period of timd anake effective decisions.
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