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ABSTRACT

To solve the problem of lower precision caused by traditional query expansion technology, a new query expansion
technique based on semantic context was proposed. The semantic context is constructed by WordNet knowledge
base and related feedback documents. Firstly, the query words senses are confirmed by disambiguation with
WordNet lexical database. Secondly, the initial expansion words are obtained according to the WordNet semantic
hierarchy structure. Finally, the weight of the expansion terms is determined according to the overall correlation of
candidate expansion terms and all the query words. These words whose weight is higher than weight threshold will
be chosen as the final query expansion word. The experimental results show that the proposed method obviously
improves the retrieval precision while preserving higher recall.
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INTRODUCTION

In information retrieval, users tend to use a fesywords to conduct the query, short query cannotrately
express the users’ query intention, resulting imaaf the relevant documents were not retrievedecdy. In
addition, due to the ambiguity of natural languafe, search terms those users employed maybeaetiffeith the
index terms that text dataset used, resulting énrétlated semantic documents cannot be retrievedatly. These
problems hinder the improvement of information iestal performance. Therefore, query expansion teldyy
which based on semantics is an important reseapib in current related information retrieval fisld

Query expansion technology is a kind of new queeyhmd which work through selecting the words relatéth the

original query and adding these words to userstyju®nsisting new long query that fully express tlsers’ query
intention; it contains more information to determithe document correlation, it remedies the deféctisers’

insufficient information. It is an effective methéalimprove information retrieval performance. Tdare 3 kinds of
traditional query expansion methods:

(1) Method Based on Semantic Knowledge Dictiondiryises semantic dictionary or domain knowledgesltas
obtain the original-query-related concept as exipansvords. This method selects expansion words fthen
perspective of semantics concept, to a certainngxte overcomes the natural semantic ambiguitybfgm in
information retrieval, yet to get the full fieldaionary or knowledge base is not an easy thing.

WordNet is a common semantic knowledge dictionaityet al. [ 1]proposed a new method based on the semantic
relations between concepts in WordNet. After coniity the corresponding concepts of search ternisctsgg
synonyms, defining words, hyponyms and compoundis/as query expansion words were conducted. Thisatie
improved the retrieval performance under the cirstamce without a network connection. Kirfi2] got the
corresponding original words of search terms fromwrdMet and automatically selected some relevantsvfrom

the document, used the original and related worslsq@ery expansion words, this method obtains aembett
experiment effect in large-scale TREC test sets.

2767



Jun-li Luo J. Chem. Pharm. Res,, 2014, 6(7): 2767-2774

(2) Method Based on Partial Text Set: It selectsrilated documents from the users’ initial quesuit set, then
use statistics to form new query from these relatecuments set. This method makes full use of f@mation

provided by the users, but it is over-reliance tom first retrieved result sets and users’ feedbadhsen the initial
result set or user feedback is not accurate enaayh query will reduce the accuracy of query ondbetrary.

SMART system [3] is a typical application of this method in theamhation retrieval field, which selects related
expansion words from relevant document collectiod adjusts the weight of new words based on usstbfeck.
The application shows that this system has indegatdaved query precision in the small set aspectlykand
Teevan [4] used query logs to infer the user query inteniioorder to avoid the users involving in the result
feedback directly, this conduct the expansion quarpmatically based on the relevant informatiorthef initial
retrieval document set. Shdib] based on partial documents set feedback methodoged the retrieval algorithm
which based on statistical model, it rearrangedbeument order according to the document summaaty ubkers
clicks on, to obtains the expansion words of rekwmcument set.

(3) Method Based on Global Information: It survekie correlation between each word in all documeetsof
training corpus. When a user conducts query, éctelexpansion words according to the correlatetwvéen each
word, yet to get the field-related training corgasnot an easy thing. Current common global analyséthods
include Latent Semantic Indexing and Statisticaitidhary [6] .

Dumais proposed Latent Semantic Indexing model,pedphe keywords in document and query vector laiae
concepts, based on concept space to calculate hendimilarity between documents and query. This ehod
overcomes the limitations based on keyword matching the computational cost and space cost ate Rigpuch
proposed statistical dictionary by analyzing thewent contextual words correlation in the entigning set,
related words will be organized into different gaiges, according to the correlation of words tleceexpansion
words.

Through the above analysis, we found that the ticadil query expansion methods did not consideratinbiguity

of original search terms, blindly selected the edtsl words. In this way, it will easily cause “topmiffset” because
of the ambiguity of original search terms. Moregwehnen selecting the expansion words, it often thasea single
query term of original query, not fully express thsers’ query intention. To solve these problerhis paper
proposes a semantic context-based query expansthodh Firstly, according to the semantic dictignéfordNet

to confirm the meaning of search terms, avoidiregdhery topic offset. Secondly, while selectingeexied words,
not only considers the semantic correlation of Isirggiginal query term in WordNet, but also considthe overall
semantic correlation of the expansion words andjadry terms in the relevance feedback documentsh& the
selected expansion words can get closer to thes'ugeery intention and improve the precision ofommfiation

retrieval.

RELATED WORK

2.1 WordNet

WordNet is an online English dictionary based ogrétive linguistics[ 7] . It is designed by Princeton University.
The basic unit of WordNet is synonym set. Each ayno set represents a potential concept. These gyneet
form a concept network through a variety of sentanglationships. In WordNet word frequency refessthe
frequency of synonym set in training set. In additithe synonyms set that has same part of speeabrganized
into an up and down hierarchy relationship, amdrasgée hierarchy relationships, noun relationshigsaat for the
proportion of about 80%.

2.2 PageRank Algorithm

PageRank is an algorithm based on graph theois/bié used to determine the importance of the peg&®ogle.
The link from page Ato page B is considered a®#e\o B, so the PageRank value of a page is detedny votes
and the importance of the voters. Assuming thatv\G=E) denotes a directed graph, V denotes nodes sknates

edges set, the PageRank value of node Vi is definddllow [8] :

Priv.)
Prv)=(@1-d)+dx ——
rv,)=@a-d)+ j[%w) o )] "

Where In(Vi) refers to the links source nodes set pointing ¢éortbde Vi, o)) refers to the link target node set
pointing out Vj. IOu)I yefers to the number of nodes V1), and d is a brake factor, its value is in (0,2).
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For the initial PageRank value of graph nodes, uhocircular computing the PageRank value of notes,
convergence PageRank values will be as final PageRRaue of graph nodes.

SEMANTIC QUERY EXPANSION
The semantic context-based method includes theges:stiuery word sense disambiguation, query expansrms
selection, and query terms weight measurement.

3.1 QUERY WORD SENSE DISAMBIGUATION

(1) Construct Semantic Relation Graph

Given the fact that the user query is brief, tHateel documents which are obtained from users $igarch results
by implicit feedback technology are used to disayuhtion contexts. The graph nodes are composedthétivord

senses of query words and all the content wordsagmd in disambiguation contexts, all the wordsssnin

WordNet have a corresponding definition. The graplges are composed with all kinds of semantic iogiat
defined in the WordNet. Undirected edges are astaad between sense nodes which have corresposeingntic

relationship. The strength of semantic relationsed to the weight of edges. If there are severakstic relations
between two nodes, the relationship of maximumnisity will be selected as the weight of edge. Thhs,

disambiguation semantic relation graph-G is cocstal

(2) Word Sense Disambiguation based on Improvee@Ragk Algorithm

The original PageRank algorithm is applied to digdr. In the diagraph, all the weights of edgeseapgivalent,
however, the semantic relation graph is undirected, the edge weight varies due to the varied gtheof relation.
So the original algorithm must be modified to apiolythe sense disambiguation.

For the improved PageRank algorithm, the importaradae of node not only relates with the vote nundoed the
importance of voting node, but also relate with ¢uge weight of voter. Suppose G=(V, E) is a digrtmat has
node set V and edge set E, then the PageRank afahagle V is defined as:

w;
Priv)=(@-d)+dx > P"(Vj)x[Z:JWJ
KClink(v;) K

jolink(v;)

)

Where Vi denotes the edge weight from nodet® node V; link (V;) denotes the node set that have a semantic
relation with node YV d is a revision factor, the value of which isvbe¢n (0,1).

Iterative calculating the original PageRank valyethe improved PageRank algorithm until the PagéRaue of
graph node is convergence. In the all query wordsseode, the sense whose PageRank value is higitielse
treated as exact sense.

Ser (W,C) ={S 10, OW,Pr(§) 2 Pr(s,)} @)

If the node with highest PageRank value more thran these all senses will be retained as the target sense. In
this case, these senses are hard to distinct dheyare so close.

3.2 SELECT QUERY EXPANS ON WORD
After the query word sense is determined, the quarsds will be expanded by taking advantage ofdbmantic
relationship of WordNet. The specific expansiors@escribed as follows.

(1) Select the Candidate Expansion Word

The root node in the WordNet of each query wordsseis considered as the common ancestor node. #& que
semantic tree is constructed; it includes the comarestor node, query word sense node, their sdé-and these
tree structures in WordNet. The query semantic ¢eeeclearly show candidate concepts of user gimeoptology
concept hierarchy.

In the query semantic tree, the greater of theadest to query word sense node, the weaker senmafticance
between its concept semantic and query word sésseiming the weight of query word sense node &ng, then
its sub-concept node weight is 2-L. L denotes distabetween sub-concept nodes and their corresmpiogiery
word sense nodes, namely the layers of them relatiquery word sense node. The weight of thesesmdpath of
common ancestor node to query word sense node lishias a same meaning as before. The weight of @ymm
ancestor node and the other parent node of querg sense equals sum weight of each query word seode
related to it. This weight indicate the relevanegre of common ancestor, the other parent nodpiedfy word
sense, as well as all the query word sense refatied
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In order to clearly understand the process of qempantic tree generation and the candidate exqansims

weights, give the following examples. Assuming tiniginal query vector isQ ={% 99> 4 | then query semantic
tree and its node weight of Q as shown below.
AAQ* 2427542

Ag(2742%) Boo(27422)

Ax(q2)
Q)]

An@?Y B2 Buia(q2)(1)
11
Axi(qr) \,J Bai(q3) B»(2™")
(1 An2") )
AnY)  An@Y)  Bu')  Ban@"h)

Fig 1 Query Semantic Tree and Node weight

(2) Select the Finally Expansion Words and Caleuthe Expansion Word Weight

The goal of semantic query expansion is to findetkgansion terms that semantically close to theygQe not just
close to the Q in a separate word. Therefore, gtrauvaluate semantic related degree of each caaditpansion
term and all query items in Q. Related researchvshbat if the two words often appear togetheim $ame text,
then these two words are semantically interrelaéed, the higher of the co-occurrence frequencysthenger of
their semantic relation degree. So, in the docunsets of first N articles, the co-occurrence fregpyeof each
candidate and all query items in original queryréated as standard which is used to access thallbsemantic
related degree of candidate expansion words wilotlginal query items.

Rosenfeld has proposed using the average mutuahiation (AMI) to assess the correlation of wordsfined as
[9]:

AMI (% Y]S) = p0c,y)logPY X 4 o 3y logPOIX)
p(Y) P(Y)
+p(x, y)logPY ) 4 56k Yy 10g PUIX)
p(y) p(y) @)

ply) =00 SY) P00 = E (- XY
Where o) oY) x , AY) . c(x¥) denotes the co-occurrence frequency of word xyand
in the same sentence of the training documents®8&tdenotes frequency of x appears in the training skt fact,
even in the same window unit, the related degraevdmn words will decrease exponentially with insedhe
distance between the words. So we add a faeor ™ to express this nature. The similarity of wordndgy is
re-defined as follow:

aM (x y19)= A &) ©)

where $2%(xY) denotes the average words number between word y anthe all window unit.

Suppose each query word in the original query iQdspendent of each other. The semantic correlati@andidate
expansion wordW and Q s calculated according to logarithm of sum, whaiitained by adding the average

mutual information value betweeM¥V and each query item g belongs to Q. The formuttefged as follow.

Qod(wQ|S)=logd_{df (wIC)icf € 1C*SM (v B )
@ (6)
. N
idf (x|C)=log————
where d(x|C)+1  df (x|C) denotes the documents number where word x appeac®rpus C. N
denotes documents number of corpus C. joinfi§IC) is to avoid some unimportant words getting a higkehd
value. These word tend to have a higher frequetheyworst case is stop word. Adding 1 is to avdid value
equaling 0.

When finally calculate the weight of candidate eagdan word, it doesn’t only consider the semantiighit of

candidate expansion word in the query semanti¢ Ingiealso consider its semantic related degrele alitthe query
items of Q. The calculate formula is defined as:
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Weight(w) = QSTWeight(w) x Cohd (w,Q | S) @)

Where QSTWEIGht (W) genotes weight of expansion word in the query sgimaree. Setting threshofti these
word that satisfy\’\eg't("‘b” will be treated as final query expansion words.

EXPERIMENTAL SECTION

4.1 Data Set and Evaluation Criteria

Experiments were performed to justify the effeatiess of proposed method. Five different data sete wselected,
including NLP, CACM, CISI, Medline and Cranfie[i10] . These data sets have different topic contentsjmdent
numbers and query numbers. Each data set conterdotuments to retrieve, the initial query, tisé ¢f document
ID associated with each initial query. The numbedacuments, query subject and number of each skttare
shown in Table 1.

Table 1 Satistics on the Data Sets

Data Set Topic Number of Documents  Number of QsefieSize(MB)
Medline Medical 1033 30 1.1
Cranfield | Aerospace Engineering 1400 225 1.6
CIsl Information Science 1460 112 2.2
CACM Programming Algorithm| 3204 64 2.2
NPL Electronic Engineering 11429 93 3.1

In order to verify whether the proposed method immps the accuracy of information retrieval, therage accuracy
(MAP) is introduced to evaluating the experimenss&éhe MAP is defined as follows:

A maP =13 ap
AP R; Doc(i) Q; J (8)

The R represents the document number related tguikigy in a single query, represents the rankinfefth related
document, AP represents the average accuracy ofgée gjuery, Q represents the total number of quet&P
represents the weighted average of average accafadlthe query problems. At the same time, theall is also
adopted to evaluate the algorithm performance.

4.2 Experiment process

(1)The first retrieval to get relevant feedback utnents

Computing the similarity of each query and the doents to retrieve, and descending order accordinthe
similarity, the first N documents will be selected a query word disambiguation context. To fad¢ditéhe
processing, vector space model is adopted to vettize relevant feedback document. The similaritgwery and
document is computed by Angle cosine of vector.

In order to reduce the dimension of vector spaeehalocument of data sets only keeps their bodts.p@he
characteristics dictionary of each data set is ttooted through the Participles, removing the siod extracting
stem etc. The weights of query and document aileded by the widespread method of TF-IDF.

(2)Determine the query word sense

The content words in relevant feedback documertsasarcontext of query word sense disambiguaticteyikéning
the corresponding WordNet sense node of the querglsvand the content words in the context. To ¢afeuthe
PageRank value of each query word sense accomditige tformula (2), the final query words sensescardirmed
according to formula (7).

(3)Calculate the expansion word weight and formetkiganded query vector

To determine expansion words according to the esiparword weight formula given in section 3, andrtthe final
query vector is formed according weight formula.mi®eing the relevant feedback documents of data se¢s
remained documents as to retrieve documents, thiéasty of expansion query vector and to retriel@uments is
calculated.

4.3 Experimental results

The concept tree is constructed according to Word\¢ interface provided by WordNet.
The number of query expansion word will directlypiact the query precision. More expansion word imiprove
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the recall at the same time reduce the precisiberéfore, the threshold of expansion word weight is tested in
experiment. Experimental results are shown in &gur
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Fig 2 Resultsfor the expansion wor ds threshold 6

The experimental results show that the MAP peakedivee data sets when the expansion words threskblis
about 0.46. I too low, it means the query expansion is not sigffit, and users’ query intention is not fully
express, so the MAP is lower. Besides,6if too high, some nose terms will be add to expansipress, so the
MAP is also lower.

The finally expansion words are selected by cattmdathe average mutual information of candidatpagsion
words with all the original query items. So quergrformance will be compacted by the number of v
feedback documents in first retrieve. The expertaleresult is shown in figure 3. The MAP in figuseaverage of

five data sets.
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Fig.3. Resultsfor the number of relevant feedback documents

The experimental results showed that the MAP oe flata sets obtained best value when the numbeienfant

feedback documents is about 15. The remained daasmeEmoving relevant feedback documents from skt are
used as validation documents of query expansiohahithe queries are accord with the requireménedfication

expansion algorithm. If all the related documents as relevant feedback documents, there will beenmaining
relevant documents to verify the expanded queryonisly such a query doesn’t conform to the requaets of the
experiment. If relevant feedback documents set mibésive relevant document, it will not be able pmvide

feedback information, such a query doesn’t conféornthe requirements of experiment as well. Theefdr a

relevant feedback documents set contains at leeslaed documents, and at least 5 remaining cklddeuments
are not retrieved in first retrieve, these quewdkbe selected to verify query expansion algarith

Table.2. The comparisons of MAP value on each data set

Data Set| No Expansion Methdd Semantic-based Meth8thtistical-based Metho Proposed Method
Medline 0.341 0.561 0.478 0.613
Cranfield 0.362 0.568 0.510 0.620
CISI 0.320 0.515 0.463 0.611
CACM 0.315 0.497 0.449 0.626
NPL 0.353 0.537 0.481 0.642

On the basis of the former two tests, setting esjpenwords threshold as 0.46 and relevant feedback document
number as 15, the MAP values of proposed methothastc-based method, statistical-based method and n
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expansion method are compared respectively. Thitsewe shown in Table 2. The recalls of these foethods are
also compared respectively. The result is showralrle 3.

Table.3. The comparisons of recall on each data set

Data Set| No Expansion Methgd Semantic-based Meth8thtistical-based Methog  Proposed MetHod
Medline 0.682 0.710 0.702 0.793
Cranfield 0.679 0.702 0.731 0.821
CIslI 0.711 0.736 0.728 0.772
CACM 0.625 0.727 0.758 0.789
NPL 0.691 0.746 0.739 0.806

The comparison results in table show that the ppeganethod gets a higher precision meanwhile inipgothe
recall, followed by semantic-based method, statittbased method and no expansion method. For aetehset,
the increase proportions are not same, relativeexpansion method, the MAP and recall of proposethoae
respectively increased by 84% and 19%, the MAPrardll of semantic-based method respectively irsgrgady
58% and 8%, the MAP and recall of statistical-basethod respectively increased by 41% and 9%.

DISCUSSION

Experimental results show that the proposed metiasdhigher precision than traditional query expamsnethods.
This is because the expansion words are selectédwriconsidering the query words senses in tauiti methods.
When original query words are ambiguous, these odsthwill easily add too much noise expansion wosdsthat
these traditional technology is unsatisfactoryripriove precision. The user query semantics areagedy query
words senses disambiguation using WordNet befoegygexpansion in proposed method, thus avoidingdtife
phenomena of the query expansion. In addition, wéedacting expansion words, the proposed methodnigt
considers the relevance of expansion words andesiggery word, but also considers the whole relegaaf
expansion words and all the query words. Thereftite, expansion words can fully express the useuisryg
intention, and the precision of proposed methdzktser than the traditional query expansion methods

CONCLUSION

Based on semantic context, a query expansion #igoiis proposed in this paper. According to queprdvsense
disambiguation, the query expansion words are &glday combining the query semantic tree with Idealdback
technology. Experiments indicate that the propasethod improve the retrieval precision as ensuttiggrecall. In
order to evaluate the validity and stability ofsthigorithm, this algorithm will be applied to ptiaal application.
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