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ABSTRACT

As for the limitation of using cross validation method to choose the parameters of least squares support vector
machines (LSSVM), this paper proposes a new classified model which combines adaptive particle swarm
optimization (APSO) algorithm with LSSYM. The new model uses APSO algorithm to select optimal parameters for
LSSVM. According to the analysis of the management performance evaluation for engineering project, we conclude
that LSSVM-APSO has better evaluation performance than LSSVM which bases on cross validation method. On
searching for the optimal parameters of LSSVM, APSO algorithm is obviously faster than that by cross validation
method.
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INTRODUCTION

Engineering project management is a method whicpliegp system science to managing the engineering
construction project, characterized as systemaizatcomplexity and dynamism[l]. Engineering projec
management performance is affected by the intefametors, such as quality, cost, schedule and safetg
interaction among these factors makes it moreddiffito evaluate the performance. The common qiadive
evaluation methods mainly include Key Performanuaéek (KPI), Analytic Hierarchy Process (AHP), Exd&em
Theory, Fuzzy Comprehensive Evaluation and so on.

Aiming at the complex nonlinear relationship betwg®oject management performance and its evaluatidex,

evaluation of the neural network is introduced itie engineering project management performanag,itanas

achieved good results[2-3]. But the neural netwoalkes on experiential risk minimization principteestablish
model. Not only does it often encounter local miaimpoint and the over-fitting problems in practibeit also
needs a large number of data samples for trairfugpport vector machine (SVM) is a new machine liearn
algorithm [4-5], which is theoretically based onustural risk minimization principle model. Andéan solve the
problems of nonlinearity, high dimension, small géamand local minimum point. LSSVM is a kind of temng

algorithm based on SVMI[6]. It regards the leastasguinear system as the loss function, which dirapl the

process of calculation and increases the speedlve.sThe LSSVM performance depends on its paramsietae

traditional method of determining parameters —cradi&lation method is a trial and error method,rslod certain

theoretical guidance.

This paper uses LSSVM to evaluate the project mamagt performance, and uses adaptive particle swarm
optimization algorithm to choose the best paramé&ierLSSVM. By analyzing cases to test the resoltshe
performance evaluation method, it provides a ney fwachoice in the scientific evaluation for engéming project
management performance.
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1. LEAST SQUARES SUPPORT VECTOR MACHINES

Let b ° {(xoyolt=1,20+ N} be the set of training sampled,” R'as the d dimension input vector,

Y:UR is one-dimensional output. LSSVM uses the leasasgjlinear system as the loss function. It trams$othe
two programming problem of the standard supportoremachine into a linear problem. Optimization lgemms are
as follows:

N
minJ (w,{) = 1a)Ta)+—1yZZf
2 2'

V[ @x) +b] =1-¢, (1)

Among them, 0 is a nonlinear mapping function. The original ihplata are mapped to a high dimensional
feature spacew and b are respectively the weight vector and thier econstants,” as the regularization

parameter, 4R s error. To solve the above optimization problem,introduce Lagrange multipliet:, and
construct the corresponding Lagrange function.

L(a,w,b,0)=1J (w,()—zrj:at{yl[afqo(x[) +b -1+7} -

Lagrange function respectively strives for the ipartlerivatives of @ @:b.¢,

transformed into solving a set of linear equatiasgollows:

{1ON n+lhI‘TN/VM:}:{$} 3)

Among them, Inis N order column vector, the elements are'd,is N identity matrix,Yz[yl’“"yN] ;

— T _ _ T
a=[aav] | 0 is NxN matrix, the elements ofts = K(xX)=@0) @) K(xx) are kemel functions
satisfying the Mercer conditions. By (3) to obtathand b , the classification function can be LSSVM

, S0 the optimization problem is

y(x) = sign[ZN: a,yK (x, xj)+ b]

4)
Step function
1 x20
sign(x) = {
0 x<0 (5)

2. ADAPTIVE PARTICLE SWARM ALGORITHM

Particle swarm optimization (PSO) algorithm is abgll evolutionary algorithm proposed by Kenney and
Eberhart[7,8], the algorithm is simple and adoptd coding. And it is widely used to solve comptptimization
problems. Adaptive particle swarm optimization (ABSs a kind of improved PSO algorithm[9,10]. Bydaping
the inertia weight , APSO effectively balances gii@bal and local search ability, and improves thevergence of
the algorithm.

Assuming that in N dimensional search space, thezea group of particles, and m is the total numBesition

Vo) Each particle searches the optimal

s XiNbest ) and the

vector of the i particles i< = *u-%n) Velocity vector isVi = (Vier
position according to the fitness value of the myali position of individual Piest = (Xizpest -

particle swarm optimization, namely the global ol position Goest = (Xipestr-+ Xnbest ) . The speed and
position of each particle is updated accordindghtofbllowing formula:

best i

{Vikﬂ = WV er X (P = X{) + €1, X (Gpeg = X{)
X»k+1 - X.k +V»k+1
I 1 I (6)

Vv

Among them, Y *and X respectively are thd particle K iteration of velocity and positio
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k .
Xiis i particles in the K iteration position';:’iges‘ and Cres are the optimal position of individual and gloliral

. k k
the K iteration of particle; Ciand ®2 are the study factors't  and "2 are random numbers between

[0,1]. W is inertia weight, which is used to coardlie the ability of local search and global seafgbarticle swarm.
The update formula is defined as follows:

Wmin _ (Wmax ~ Wmin) bl ( f - fmin)
w= (favg - fmin)

Winaxs avg (7)

Among them, Wiax and Wmin respectively are the maximum weight and minimumighe | is the current
fitness value of particle.favg and fmin are average fithess particle degree value anthihienum fitness value.

3. APSO OPTIMIZES THE PARAMETERS OF LSSVM

The key to apply the LSSVM is to reasonably chokemel function and its parameters. The common &ern
functions are linear function, polynomial functidRBF function, Sigmoid function and so on. Becatise RBF
function is the most widely used kernel functidristpaper selects RBF function. Form is as follows:

KOxx) = exp [ = x [ 1o g

Among them, ¢ * is nuclear parameter. As a result, LSSVM needietermine the parameters ¢f ande * . In
order to get the best classification performance need to search for the best parameter valuesftéfe use cross
validation method to determine valuesYofande ° .But the cross validation method has certain blirssnand
randomness. The parameters are not always theamotution, thus affects the classification accyraf LSSVM.
And the large calculation workload will slow dowmetconvergence speed of LSSVM.

In this paper, we use the APSO algorithm to adjustparameters of LSSVM, and select the valué’ofande *
optimally (remember LSSVM - APSO). The essence BfS® algorithm selecting the LSSVM parameters is a
process in which structure of LSSVM algorithm cormds with APSO algorithm, and the entire procesasis
follows:

Step 1
Initialize the particle swarm. Set the particle plapion size m, learning fact&‘ CZ, , maximum number of

iterations kmaX, maximum speed’ as well as the maximum and minimum value of thertia weighf"'max .

Wi , initialization LSSVM parameterd’ and ¢ ° .

Step 2
Define the fitness function. Let the reciprocaL&SVM correct classification rate as fitness fuoiati

1 -
F=1/=2 1y.(x)= ¥ (x)[x100
v ©

Among them, Yi(X) and ¥:(X) are respectively the target value and the outplutey N is training sample.

Step 3
Search for the optimal particle location. Calculdie fitness value of each particle. Accordinghte fitness value of

particles, the individual optimal position of paléis updates fGPIN(F (X).F Goes))  and the global optimal position
of particles updates f8HN(F (X)) F Goew)) | Use (6) to adjust the speed and location optrécles.

Step 4
Determine termination conditions. If the numberitefations for all particles meets the requiremetiten output

the optimal parameter values e%* ando’* .Otherwise, go to step 2.
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Step 5

Establish classification model. Calculafé and b through optimal parameter valuesjf)? andaz*, then
substitute the results into (4) to establish APSOSSVM model. Meanwhile, use the test sample tockhis
classification performance.

4. CASE ANALYSIS

Establish performance evaluation model of conswacengineering project management which is based o
LSSVM-APSO. The model uses the data of Literat@jet¢ analyze cases. Correct classification, thgutuof
LSSVM is 1. Error classification, the output of NA8 is 0. Ten samples of data can be divided into twoups.
Use the previous seven data sample to train LSSYWHWSO and verify its classification accuracy, tihease trained
LSSVM - APSO to evaluate the performance of theaieing three. Among them, regard schedule, costljtgtand
safety of four indicators as input of the modeld ahe target value as the output of the model. ailifate the
comparison of the effectiveness of the APSO algorjtat the same time, use cross validation metbhoselect
LSSVM parameters for the performance evaluatiomémber LSSVM - CV), and compare the two evaluation
results of the model.

In the LSSVM - APSO model, the parameters of th&s@Ralgorithm itself respectively set to: populatgpe m =
10, the maximum number of iterations k = 30, leagniiactor c1 = c2 = 2, maximum and minimum inewight

wmax=0.9 wmin=0.4. The LSSVM optimal parameter values cholsgnrAPSO algorithm and cross validation
method are shown in table 1.

Table 1 The optimal parameters chosen by APSO and cross validation method

Parameter§ APSO algorithin  cross validation method
y 2.7797 7.4775
62 0.0276 0.7053

The optimal parameters get by APSO and cross Validanethod are used to retrain LSSVM model respelgt
Use LSSVM - APSO and LSSVM - CV to evaluate thénfreg samples, and the results are shown in tablaBle

2 shows that LSSVM - APSO performance evaluatiogulte are good, LSSVM - APSO output values are in
complete accord with the target, and the trainimges of the correct classification rate is 1084t LSSVM -
CV for sample 3, 5, 6, 7, the output value is cstesit with the target value, the correct clasdificarate is 57.14%.
This is mainly due to the the fact that global sbarg ability of APSO algorithm has improved theaacy of
choosing parameters, thus improved the correcsifilzation rate of LSSVM. Cross validation methoetetmines
parameters through many experiments, whose blisdreestricts the LSSVM rate of correct classificatidhe time

of APSO algorithm searching for the optimal pararetof LSSVM is relatively short, just 7.47 secanBsit,
because of the large amount of calculation, the tifincross validation method to search the optjpaaameters has
increased to 28.34 seconds. This shows that optigniparameters of LSSVM by APSO algorithm not only
improves the correct classification rate, but @igseeds up the model. LSSVM - APSO, therefore, eansed in the
performance evaluation of construction project ngamnaent.

Table 2 The evaluation result of thetraining samples

Samples 1 2l 3 4 5 6 7
The target 1 0l -1 0.033 0.089 -0.0y5 0.115
LSSVM - APSO output values 1 4 0.033 0.089 -B.070.1615
LSSVM - CV output values 0.089 -L -4 -0.0/5 0.0890.075| 0.1615

Use LSSVM - APSO to evaluate the performance aégtsamples (project) management. The output vaees
shown in Table 3. If the output value is 0, thejpcomanagement performance is normal; If the dutplue is less
than 0, said that the poor project management peace; If the output value greater than 0, saél gloject
management performance is good. The Table 3 sHwtshte management performances of projects 1 amnd Bad,
they need appropriate improvements. The managepeefirmance of the project 3 is good.

Table 3 The evaluation results of management perfor mance

Samples 1 2 3
LSSVM - APSO output valueg  -1.0000 -0.07p0  0.0890
LSSVM - CV output values -0.075p -0.0750 0.16015
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CONCLUSION

This paper introduces APSO algorithm to LSSVM modstablishes the LSSVM - APSO classification moded
set the performance evaluation of construction gmtojnanagement of the company as an example tyzanal
Results show that using APSO algorithm to selecBVM optimal parameters, not only improves perforogn
evaluation, but also reduces the modeling timkast certain value of popularization and application
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