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ABSTRACT

Ontology, as a model of knowledge representatias, Widely used in various fields such as chemici@ngeand
biology science. In this article, we present newotmgy similarity calculation algorithm in terms &érnel principal
component analysis and spectral cut-off regressiimen, we apply it with biology computing applicatiThe
experiment dataon “Go” ontology show the new altfum have higher precision ratio in biology science
application.
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INTRODUCTION

Ontology is a model for knowledge storing and repreation, which abstracts certain applicatiordfief the real
world into a set of concepts and relationships agrmoncepts. Hence, ontology is often used in inédiom retrieval
and search expanding. By virtue of its powerfulgesaontology similarity computation has widely usednedical
science, biology science and chemical science(sambtix and Edberg2003, Mork and Bernstein 2004,Su
andGulla 2004, and @tial, 2004 for examples). As ontology used in chemscance and biology science, every
vertex can be regard as a concept of ontology, nnedke similarity of vertices using the informatiof ontology
graph[1].

Let G be an ontology graph corresponding to ontol@ythe goal of ontology similarity measure is todfia

similarity functionSim VxV - [0 * L1{0}which maps each pair of vertices to a real numBepopulartechnology

to yield optimal similarity between vertices on alpgy is using a score function which maps ontolgggph into a
line and maps every vertex in graph into a realealn this fashion, the similarity between versiée transformed

by measuring the difference of their correspondizg numbers[2]. Certain efficient ontology leaialgorithms
can refer to Wangt al, 2010, Gao and Liang2011, Huaegal, 2011a, Huang et al., 2011b, Gao and Lan 2011,
Gao and Gao 2012. Several theoretical analysesnfotogy algorithm can refer toGao and Lan 20119 @Gad Xu
2012, Gacet al, 2012a, Gaeet al, 2012b,Gacet al, 2013a,Gacet al, 2013b,Gao and Xu 2013, and Yenal,
2013.

In this paper, we present a new ontology algoritbnontology similarity measuring using the tectogy of kernel
principal component analysis. The organizationest ipaper is as follows: we describe the ontoldggrdhm by
virtue of kernel principal component analysis; thexperiment data is given to show that our newritigms have
high accurate in biology science[3].
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Algorithm for ontology similarity measure using kemel principal component analysis
We use a vector to represent the information ohesetex in ontology graph. We assume that a sasgtig=(v,

Y)=(X1,Y1),"*, (% Yn) is selected according to an unknown distributipn wherevl ]V [J d andyllY = [-M,M]

LI . The basic idea is to search a functiGuch thaf(v)LI y and consider least squares, which can be fornaalize
by following expected error

_ _ 2
e(f)=[, . (y=f(W)’dpal
The optimal ontology function that minimizes thepegted error is the regression functidr)):IY ydo . For given

a training se§, the goal is to establish an estimatdig whose error is close t&( fp) [5].

The finding for potential solutions is usually mased to a hypotheses spakk In this article, we consider
reproducing kernel Hilbert spaces (RKHS) as hypsghespaces. Recall that there are several welltkpoaperties
for RKHS:

* reproducing property: fdi_]H, we have
f(v)=(f,K(v,0),, 6l

* feature map: we can consider a mappi#y V — H which can be regard as a data parameterizatiatecketo the
kernel via the following equality

(), D)), =K\, V), v,y Ov.

W. I. 0. g., we assume the kernel to be continuani bounded, i.&”=SUpK /v )<oo.Now, we recall the
viv

derivation of the solution to empirical risk mination (ERM) algorithm
1
fs=argmin=> (f ¢ )-y .
fOH n=

When H is a RKHS. Le®(V) =K (v,))=K, be feature map, we inferf (V) =<W,CD(V)> and can easily
differentiate the  empirical risk  with respect tow to vyield a normal equation

%i<w,q>(\/i)>H ¢(\()=%i Y, (V) [7].

If the data are centered, then we deduce that
T=23 o) Do)
N5=
1 n
== 2 (LPW)), O(v)

i=1

is simply the uncentered covariance operator arel gblution can be denoted \as= TVTI‘IS with hg =

li y®(v) and 'I'VJr expresses the generalized inverse of the covariepeetor. Letr = K*y and K'be
i=1

theI generalized inverse of the kernel mdtky; = K(V, ;). If the Hilbert space is not finite dimensionak wan

write the solution a$ (V) = Zn: a K(v,v)[al.

i=1

197



Xiangguang Heet al J. Chem. Pharm. Res., 2013, 5(12):196-200

Notice that the covariance operator in the feaspace under our assumptions is known to be posihe
self-adjoint. Le(T;,% )., be the associated eigen-system. If the data areemtered, the equivalence between

principal component regression and truncated sargudlue decomposition cannot be assessed, unkesengider a
modified kernel corresponds to following featuresariance operator

T, - T=( -2hyr (1 -2y g
n n

Since the eigenvectors of, and T, can be different, spectral cut-off on the non réeed kernel is still a good
algorithm but it is not clear its connection wittinzipal component analysis.

Other thing we emphasize here is that accordintpeccomputational standpoint of view rather tharrkivig with
T, one oftendiscusses the kernel matrix since it wmarpresented that they share the same spectrunthaind

eigen-functions (eigen-vectors) are associatedttemretical aims, it is convenient to discuss ymp, .

The trick of kernel principal component regresstam be regard as a two steps algorithm: the fiegt amounts to
an unsupervised dimensionality reduction via keprahcipal component analysis and the second stepniply
ERM on the projected data. In real practice, wealigulominate the projection of the data selectirtreshold A
on the magnitude of the eigen values. More in BekPCR can be presented in the following:

Step 1: decomposition ofl,, andyield(;, X ) [10];

Step 2: Lep™(v) U™ and (€,), be a canonical basisli™. Projecting the data for the finstcomponents
such thatg,,>A for fixed A>0,

O(1) - ") =Y. (®(), % )& 11}
Step 3: Lef@™]; =@["(v;) and [(#™) '@ "], =09, . The solution of ERM
min-=Y" (y, - Wp" (Y

is given by WLIO ™ can be written as

SN (CANACORIT

The solution of solution could be expressed as

fgR(V) =Zn:zm‘,%<q’(\/i), X >H <<D(V), X >H [12].

i=1 j=1 Y
For this situation, the solutioW is anm dimensional vector.

In order to represent the spectral cut-off regattion, consider that from the formulation of ERMthe feature
space, the solution on the spectrumRfcan be rewritten as
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W:i v Y <CI>(v),xj>H X [13].

i=1i=1 O

m n

Hence, we derivew™ L1H that Wm:ZZL@)(V), X; >H X .In this situationw™ is a function in a possibly
=t i=1 U]

infinite dimensional space. Thus, the solution barexpressed as

fg“F(v) =Zm:zn:—<¢(\4), X >H <<D(v), X >H [14].

Yi
i=1i=1 O

Which reveals that the solution of spectral cutoéf principal component regression are point-wigeak In terms
of RKHStheory, the obtained solutions are identicabr any g,f 1 H the reproducing property presents

thatf (V) = g(V) Ov = < f-g, KV>H =0 Ovand this fact implies thdtandg are the same function[15].

EXPERIMENTAL SECTION

In this experiment, we use famous biology “Go” dagry O; which was constructed in http: //www. geneontology
org(Fig. 1 shows the basic structureDgf for our experiment. From the experiment, we deroptimal score
function for GO ontology which assign each vertexeal number. The precision ratR@ N (see Craswell and
Hawking 2003 for more detail) is used to measuee géquality of the experiment. We first give theselstN
concepts for every vertex on the GO ontology grhptseveral biology experts. Then, we determinefittse N
concepts for each vertex on ontology graph by @orahm and deduce the precision ratio.
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Fig. 1.“Go” ontology

Simultaneously, the technologiesin Gao and Liantl2@ao and Gao 2012, and Huatgl, 2011b are employed
to the “GO” biology ontology. Calculating the acaay by virtue of these three algorithms and conmgginie
resultsto algorithm using kernel principal compdremalysis.Part of the data can refer to Table]1[16

Tab. 1.The experiment results of ontology similarig measure

P@3 average P@5 average P@10 average P@20 average
precision ratio precision ratio precision ratio precision ratio

Algorithm in our paper 52.45% 63.54% 73.56% 82.42%
Algorithm in Gao and Liang 2011 43.56% 49.38% 58047 71.94%
Algorithm in Gao and Gao 2012 42.13% 51.83% 60.19% 72.39%
Algorithm in Huanget al, 2011b 46.38% 53.48% 62.34% 74.59%

In view of the experiment results display in Tah.wle arrived at the conclusion thatthe ontology ilsirity

algorithm raised in our paper is more efficientan algorithms presented in Gao and Liang 2011, &abGao
2012, and Huang et al., 2011bespecially wNenr lager enough. In this point of view, the newabdogy algorithm
for Go biology ontologyhas high efficiency.
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CONCLUSION

As a data representation model, ontology has bégelywsed in biology science and chemical scienod, proved
to have a high efficiency. In this paper, we apply trick of kernel principal component analysigigsign the new
ontology similarity computingalgorithm and usent@o ontology. This new algorithm has high quaditgording to
the experiment data above.
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