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ABSTRACT

The biggest characteristic of the particle swarm algorithmis simple, easy to understand, and has a few parameters,
easy to implement. This paper mainly introduces the basic thought of ant colony algorithm, and the improved
algorithm according to the actual need. Ant colony algorithm will search behavior of antsto can improve the quality
of solution and convergence speed near the optimal solution, thus improving algorithm performance. The paper
present novel model of Particle swarm optimization for data mining based on improved ant colony algorithm.
Experimental results show that the improved ant colony algorithm can effectively improve the efficiency of data
mining in particle swarm.
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INTRODUCTION

ACA originated in ant colony foraging behavior. 835 "Shuanggiao" experiments that ants will alwaysose
from the food source short branch ants communigatpheromones to the transmission of informatsimrtcut the
pheromone of ant more, more attractive. The formmathechanism of positive feedback, to achieve anbaious
high organization state of the act of collectivéf satalytic current research for large-scale copsion, and it is
namely only chemical tracing draft.

Individual ants in real life and intelligence isryesimple, but they can coordinate with each ottafision of labor,
cooperation to complete the nesting, foraging, atign, such as cleaning the nest complex behasgpecially the
ants have the ability to find the shortest pathmfrthe nest to a food source in the absence of &igler cue
conditions, and with the environment changes tockethe new path, new choice [1]. This is becauds secrete a
pheromone in its path; other ants can sense ttsemce of this material and the strength, and tdegthieir direction
of motion, which tend toward the pheromone strerigtimove in the direction of. Ant colony algorithis from
group behavior in real nature ant foraging wasinespby. In the ant colony algorithm, in order talize the real
ant abstraction, put forward the concept of artfiants.

Optimization is an important research topic in fieéd of scientific research, engineering technglegd economic
management. Particle swarm optimization algoritfriP&QO) through the observation of the birds, fisid human
social behavior by Kennedy and Eberhart, a novelutionary algorithm proposed in 1995. Although tR80
algorithm is developed rapidly and has made achievds, but its theoretical basis is still relatiweleak,
especially the parameter setting and optimizatiooblems in the basic model algorithm are not matnrtheory
and research. In view of the development histor 80 is short, it is based on the theory and agipdic has some
defects, which need to be solved [2]. Through theyssis, and it is characteristics of the inducttwep of the PSO
algorithm.

Bionic optimization algorithm is an important branin the field of artificial intelligence, genetialgorithm
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simulation, including simulation of natural selectiin biology and genetic mechanism of ant coloigp@thm the
foraging behavior of ants group and simulated bilaiking particle swarm algorithm.

PSO unlike other evolutionary algorithms that crassitation, selection and other evolutionary opesato the
individual, but the group (swarm) of the individwed search particles have no mass and volume oéspahe D
dimension (particle), each particle to a certaieespin the solution space to move, and gathergd#st position
the history of pbest and local historical best posj the candidate solution of evolution. PSO &tgan has good
bio social background [3] and easy to understaggl parameters and is easy to realize, the nonlimedti peak
has strong global search ability, has been widaspcencern in the scientific research and enginggnactice. The
paper present novel model of Particle swarm opttion for data mining based on improved ant colalgyprithm.

2. Resear ch on improved ant colony algorithm

The experts found that a single ant has some dgpsioiple. But the ant can complete a series of ermtask.
This phenomenon is the high coordination is conaplddy 1991. M.Dorigo was the first to propose a féonic

algorithm ACA. Study on the behavior of ants. Tlasib principle and mathematical model are appleseek the
traveling salesman problem (TSP) solution.

Artificial ants and ants, is a group of mutual cegion of individuals, each ant can establish latiem, the ant
colony cooperation to find globally optimal solutioArtificial ants and real ants have common tasédind the
optimal path. Artificial ants and real ants areotigh the use of pheromones for indirect commurdoati

Ant colony system (Ant Colony System), this algamitis present in heuristic algorithm research foang front
subject, has been successfully used in solvingréhweling salesman problem, ant colony algorithra tmauch more
superiority and broad prospect in solving the caxpiptimization problem [4]. However, accordingotoservation
and experiment, multiple ant in the colony movementandom, the diffusion range is very large, irekatively
short period of time it is difficult to find a bett path, is easy to appear in the process of &hgorimplementation
stagnation and slow convergence phenomena. Indfextd of this condition, scholars have proposeddaptive
ant colony algorithm, by adaptively adjusting thaatilization factor during operation to change teth of the
pheromone concentration, so as to effectively avaee the local optimum easily into the traditionat aolony
algorithm solution and slow convergence phenomena.

When a node s receives a node,. Information, ietlage nodes, node s will compare it to adjacedea®f the ID.
If not, the node,. Information added to the adjag@te in the linked list; if there is the updateade,. Energy
value, and compared with the minimum energy lee¢lbeforehand, if less than the minimum energyllef¢he

nodes is defined as death nodes, delete from jaeeatt node in the linked list, as is shown by ¢igugl).

Tz-j(l‘ + 17) =1-p Drl.j(t) + A7, .

To find an effective solution to the problem hagparant practical significance. Ant colony algonthis put

forward by DorigoM, the algorithm uses a distrililitparallel computer system, easy to combine witteot
methods, and has strong robustness, and is annadhbd for solving TSP problem. The main ideahefalgorithm

is: the simulation of ant foraging behavior.

Ant colony optimization algorithm is a heuristigatithm of ant foraging behavior heuristics progb$g]. In the

foraging path selection, at first because eacloalyt know the local information, unable to find thkortest path
from the nest to a food source, but the ant foragiath through pheromone release, indirectly cotappath
information and the other ants exchange, and ea#intthe whole ant obtained the global optimal péglobal

optimization results).

In the biological community system of nature, wagpsised to find that the social insects and so@alebrates can
find new sources of food, the division of laborgiroup, building complex nests, spanning thousarddameters

to migrate to the designated area and scheduliry @ordination in a narrow space. This social ahima
self-organizing behavior aroused widespread coneeamy scholars of the behavior of mathematical etind and
computer simulation of swarm intelligence that kae following characteristics and advantages, ash@vn by
equation(2).

we) =23 glog2e - 1)
i 2)
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Ant K they completed a tour, the path traversedhieyant K is a feasible solution of the TSP probléhh Type ofn

ij is a heuristic factor, known as the visibilitgdtor. In the AS algorithmy ij usually take between the city | and city
J distance. Alpha and beta are reflected in thativel importance of movement in the process of datge
accumulated information and heuristic informatidhen all the ants to complete a tour, pheromoneatimpgl
according to equation.

It can not be adjusted by formula of pheromone eatration alleviate this phenomenon. Will fall irttee local
convergence can not find the global optimal sofutivansfer probability is too large, although tmmvergence rate
is faster, but will lead to premature convergerje $o the principle of positive feedback causeddly catalysis is
intended to strengthen the good performance ofdhetion, but prone to stagnation. The author prissa survey to
ACA on some of the ideas, and the application amabpment prospect is presented.

Using ant colony algorithm to solve the TSP problsra recursive process, when, the ants on thesatythe initial
amount of information on each path, each ant adegrtb the formula of probability 3 decision frontycto city.
Said to have how many ants after path; that neacitly have a greater likelihood of being selectésked to control
both the ants choose influence degree. Throughcke,cgccording to the formula 1; 2; the calculataom update
information of each path, the energy consumed éontala 3 [7].

AT, = > AT}
k=1 3)(

It selects the next adjacent vertex, the probghilitVVJ pij: ij e (In said, J) heuristic on the predict value. VI local
heuristic values can be any type of cost, suchigtarte, cost etc.. The use of information conegiotn Uij and
heuristic in the vertex Vi ant valugE let Uij denote the edge e (I, J) on the pherammncentratior,] V; E (1, J)

O (V, E) be a connected undirected graph, V is Eectibn of vertices in graph G, E is the set ofexig/I, VJ basic
is ant colony optimization algorithm.

Selection of ant algorithm is the direction of tiwgeless sensor network monitoring area is divided eight

different quadrants, slope and keep the directfonob more than 1. And different on the eight qaedridentified

ID, ant can be obtained by using the linear alfarifsoon we linear equation y = + 6 common cylinttethe

implicit function F (x, y) =y - H - 6 = O, everynte when the displacement in the direction of Xseom the step,
the Y axis whether the slope displacement K decidegtalize path) and the improved algorithm iseldlaen the
nodes are connected to the ant table accessdte ent path, the path length will change accortinthe need, in
order to improve the efficiency of ants selectlagh.

The P (0 < p <1) represents the path pheromoneoeatipn coefficient, 1p indicates the persistence coefficient of
pheromone; delta tau ij incremental ij pheromoné¢hin iterative edge. Delta tau and Kij represenisant in this
iteration edge ij amount of pheromone. If the anwithout side ij, and it is delta tau Kij valueZsro [8]. Delta tau
Kij expressed as.

The AS algorithm is actually a kind of positive dback principle and algorithm are heuristic aldorit
combination. In the choice of the path, not onlykesmuse of the ant pheromone on a path, and usstyhas the
distance between the reciprocal of heuristic facfbe experimental results show that, the perfomaaf ant cycle
system model is better than the ant quantity systedhant density system model has better. Thiséaumse the ant
cycle system using global information updating pheone quantity, and ant quantity system and argitjesystem
model using local information. The time complexfyAS (NC*n2*m) algorithm for space, the space ctewjty is
S (n) =0 (N2) +O (n*m), where NC denotes the nundfeterations, n city, M is the number of ants:

CL{:C() _wmax_wminxt

max
tmax 4)
In the leading position in the world of swarm itiggnce ACO and swarm robots these two aspectsiumy
specific meta heuristic focusing on ACO, the maeearch is to develop a reasonable experimentdlocheton,
using a set of experiential learning and meta B&arconstruction development tools, especiallyrésearch is to
design and improve the method stochastic locatiesgorithm and heuristic algorithm theory.

Proof of the convergence of a special subset of Algorithm is a good entry method. The stochagtiintzation
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algorithm, strength ratio convergence solution @wges strongly, but usually only need to prove thatalgorithm
can find the optimal solution, so the real neethésstudy of the convergence problem [9]. The thgcal results, a
special subset algorithm is extended to the ge#eZ@ algorithm is feasible.

The main non intelligence through cooperation shibwlee characteristics of intelligent behavior ikiad of
computing technology of biological groups basedbehavior rule. It is influenced by social inseasch as ants,
bees and social vertebrates, such as birds, fidlinapired by the herd, solve distributed problémthe premise of
no centralized control and does not provide a dlobadel, provides a new idea for finding soluticios the
complex distributed problems.

SD = Y [1,(W(X, P) =1, (X))’
X0Q, (5)

(1) Robust: modification of the ant colony algonittmodel slightly, it can be applied to other prolde

(2) Distributed computing: the ant colony algoritiigna novel evolutionary algorithm based on popaitathas a
parallel nature, easy to implement.

(3) Easy to combine with other methods: ant colalgprithm is easily combined with other heuristigagithms, to
improve the performance of the algorithm.

ACA, illustrated from its basic principle, modekgudo code flow, the Oliver30 TSP problem analysig,not on

the parameters of the basic model for a detailedrttical description, and the stop condition d&fin is vague,
mutation mechanism mainly rely on the experiencedetision subsequently introduced to accelerate the
convergence rate, to obtain a better solution. €iglshortened, and its validity is demonstratedh@ycomputer
simulation level.

Due to residual information on the path of the dwani role of positive feedback, information is tislely wealk,

random search, so that the convergence speed obkmy algorithm is very slow; and in the 1 chgibecause the
information is feedback effect dominates, the randess weakened search, although the algorithm deterf
convergence speed, but is easy to fall into logainmal state. Therefore, the ant colony algorithheq@mone
volatility 1 must be integrated into global seasdiility and convergence speed of the two perforraandicators,
and the actual requirements of application conaétidor specific problems, the global search abikyd

convergence speed of two aspects to make reasaatdenpromise choice.

ACO through the many simple ants use pheromonesrumunicate with each other, data processing toenbiad

groups can be distributed. In this paper, using AG@he routing search is easy to realize, pargitetessing, as
well as the characteristics of fast convergenae wtineless sensor network routing protocol (AChg tlesign of the
data packet and packet transmission rules of AGHRIg, gives an overview of ACRP and its related diigor

implementation process and detail, analysis of ix@act of convergence and time complexity.

3. Data mining of particle swarm optimization

The PSO algorithm is simulated social model toopsémthe parameter to form groups to search, saiwion by
optimization problems with each particle, througle interaction between particles, so that the idd&i in the
group moved to the target area, so as to find @itmegions of complex search spaces. It is notdasegenetic
algorithm crossover and mutation operators, eacticfm|to search according to their position andbeity, the
search and update process is to follow the cupptitnal solution of it [10]. Therefore, PSO algbrnit can find the
optimal solution faster.

Birds foraging in the migration process have tharabteristics of both decentralized and centralizHtere is
always a bird to smell food is better, which hasdyinsight to the general direction of the foodrseu so the bird
will have better food source of information. Duefiled food on the way, and they always mutual traission of

information and it is especially the good news. 8ajer the guidance of the good news, eventuadlydethe birds
"like a swarm of bees" to the food source, reacimed cluster of food source. The PSO algorithm frtra

population behavior be inspired and used for sglvaptimization problems. The biggest characteristicthe

particle swarm algorithm is simple, easy to underdf and has a few parameters, easy to implenterst the short
term obtained the very big development.

In the above simulation using only three simplesulyou can simulate very close to the phenomehthedlight of
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birds and the bird model, it differs in: birds atéracted to fly into the habitat. In the simulatiohe beginning each
bird no specific target, just use simple rules étedmine their direction of flight and flight speéshch bird tries to
and stay birds do not collide with each other), when a bird flew into the habitat, it around thie twill follow fly

to the habitat, in this way, the whole flock wallifin habitat.

Social neighborhood usually by particle storagayaimdex number division, which is a division of ane, most are:
ring topology (ring or circle topology), wheel tdpgy (wheel topology) or star topology (star toppih tower
topology (pyramid topology), von Neumann topology]. For different optimization problems, the topgy
performance vary; but in general, the random togiold tend to most of the problems can exhibit drett
performance, followed by von Neumann topology. Tamedom topology is analyzed, and the random topoiog
the version of the standard PSO.

The basic concept of particle swarm optimizatiggoathm in the predatory behavior of birds: a flafkbirds in the
space of random search for food, assumption inréigjn of space is only a piece of food, all tirdddo not know
where the food is, but they know the current laoataway from the food and how far, then find wisabptimal
strategy for food? The most simple and effectivehoe is to search for the nearest to the food afsbiParticle
swarm optimization algorithm is derived from suctodals and the enlightenment, and it is used toesthe
optimization problem. Particle swarm optimizatidgaithm, the optimization problem of each poteinsialution is
to search a bird in space, called the "particle'isashown by figurel.

Particle swarm optimization dgonithia
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random topalogy in the version of the standard P30

Figurel. Random topology in the version of the standard PSO

A PSO algorithm and ant colony algorithm was similtaut the basic idea is to simulate the biologyugr behavior
to construct stochastic optimization algorithm [1Zhe same point particle swarm algorithm and asibryy
algorithm is a global optimization algorithm, whichthe probability of uncertainty,, between eagerda through
mutual cooperation to better adapt to the envirantpgemonstrated the ability to interact with tim¥ieonment, and
has parallel nature. All individuals are stored Wirexlge of optimal solution. Uncertainty in the cdenp
environment, can improve the algorithm of indivitladaptability constantly learning through.

In D dimension target in the search space of Niglast a particle swarm optimization, where eacttiga is a

vector of D dimension, space where it is expressed&i = (Xil, xi2,... , xiD), i=1, 2,... N. The spa location of
particle is a solution to the problem of multi-ottjge optimization, put it into the fitness funati@an be used to
calculate the fitness value, according to the ficnealue of the measured particle size or it.

The dynamic hierarchical tree as the neighborhaagttsire, the best location history better partidle the upper,
the velocity of each particle by its own historibaist position and grade tree in the last noda@eparticle particle
historical best position. The master servant m@deister - slaver model), which contains a main gy plurality
of servants group, and group of independent seéirehhest position of main populations in the setv@roups on
the search. The niche (niche) technology into tB®Rnd it is the PSO (Niching Particle Swarm niCipimizer).

For search using multiple groups, each intervatladg is the whole group randomly divided again,ppeed a
dynamic multi group PSOS.

All particles are an adaptation is determined by ¥alue of the function to be optimized (fitnessuey, each
particle has a speed determines the direction adlistance they fly. Then the particle will follae optimal
particle current search in the solution spaces ahown by equation (6).

Q, ={(i-Dl +1=<xx<il,
(-D+1<y< |l ©
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The ant colony algorithm using the positive feedbeawchanism, each individual intelligent perceptafnlocal
information and the global information can't ditgatse, so need long search time, and prone tmatag. Particle
swarm algorithm uses one-way information sharinghmeism, the optimal values of the current seaccthé
global sharing; principle is relatively simple, tiegd less code and parameters.

The first part speed of particles previously; tleeand part is the "cognitive" part, thinking of tiparticles
themselves; the third part is the "social" parig ggrticles between social information sharing pAgsent, although
the relative importance of social and cognitivetpafr the model has not yet been given from the ribcal
conclusion, but some studies have shown that foresproblems, the social part of the model is momngoirtant for
the cognitive part, as is shown by equation(7).

t+1 t t+1 kot

i =X 1Y xTy x(l_l_
max (7)

Crossover operation is performed on the particktjpm and velocity, the Gauss mutation into PS&@ghhe use of
mutation, selection and breeding a variety of of@na at the same time adaptively determine thecigl updating
formula neighborhood in the best position and imewteight and acceleration constant; using theecdfitial
evolution (DE) operation choice best particle valoapdating formula; and use DE to optimize theOPigertia
weight and acceleration constant. In addition, satmer search techniques combined with the PSCrittigo to
improve the local search ability, also a hybrid meeltis proposed based on PSO and Levenberg-Matquard

Using PSO algorithm to train the BP network, theifion vector defined particle swarm element is mwork
connection weights and threshold value of individd@e initialization vector, and then search fbe toptimal
location with the PSO algorithm, the following d@he force error index (fitness) minimum.

The previous velocity of particles from the soc@gtml angle to look, called the memory, is in tbierof inertia to
continue in the original direction of movement; Joitive (Cognition)", said particles own experiengetheir own
experience traction optimal position for "social vament; (Social)" part, said particles informatisimaring and
cooperation, which guide the particle to partick&asm optimal position in it.

The biological immune system is a highly nonlinegstem robust, distributed, and adaptive and haslility of
learning and memory ability, strong recognition.eTliterature the immune information processing rae$m of
immune system (antibody diversity, immune memommune self adjustment etc.) into PSO, which present
vaccination immune PSO based on immune memory irenRB0O. Quantum behaved particle swarm optimization,
the quantum individual discrete PSO, here he isiipdased on quantum behaved particle position tepda

4. Novel model of Particle swarm optimization for data mining based on improved ant colony algorithm

The state transition rules for a new path to explarbetter and more reasonable provides a methibé gomiori
knowledge. In basic ant colony algorithm, ant cogtgdly depends on the probability of path selectissing a
random proportional rule, ant colony system usiiffpibnt decision rules, called the pseudo randoapg@rtional
rule. The decision rules with dual power. Decisiales can be based on the a priori knowledge opthblem can
also have a tendency to search.

The particle number, the more time spent, iteradilgebraic corresponding may reduce. If the nunidbé&yo small,
it is easy to fall into local extremum, iteratioimés more can not jump; if too many particle numbmsrery
generation of evolutionary effect is limited, bhetcalculation has spent a lot of time, to achiteesame effect in
the optimal solution of the case need to wait ftorey time, is not worthwhile. Normally 20-50. Bfat the difficult
issues or specific category of problem, the paticimber advisable to 100 or 200. The maximum uglogarticle:
moving distance decided the maximum particle ioap] the value set by the users themselves. Maxispe®d is a
very important parameter.

On the influence of information in ant colony aligom Q on the performance of the algorithm andsékection in

real application, also can be analyzed by commiteulation experiment and determine. Above the mols of the
TSP problem as the research object, 1, 0.3 expbetadstic factor, information facter inspiredp 0.6, pheromone
residues algorithm parameters constamdken as: ant colony number m, the stop conditibthe operation is
adjacent to two cycles in different search optirsalution is less than 0.001, the ant cycle totabuam of

information released a week were Q € 1, 12, 120}.

Artificial ants according to formula (8) for a neéxbp node. Rule 4 when the artificial ants to reashe sink nodes
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and unable to move according to the rules, théicali ants back to the first node re search. Thdennumber rule 5
will have been put into the K ant tabu list. Rulé €he artificial ants within 1 hop will find theink node, and it is
the artificial ants search not to participate ie fluture. Rule 7 artificial ants’ nodes at eachegation search
stopping criteria for search is the sink node. hal path stops for the neighboring iteration8rsh of the same.

i R(k)e I

1
S, (w) = ET
k=—c0

(8)

The particle population size N: smaller clustera @aly explore the solution space, avoiding thaleation and
calculation of fitness value too much time. Geng28él -40], for most of the problems, the 10 paetchave been
sufficient to achieve good results, for the difftqoroblems or specific category of problem; thetisle number can
reach 100200. Particle length (dimension): Thidegermined by the optimization problem, is the peobof length
of solution. The particle coordinate range: deteedi by the optimization problem, every one candsé¢rent
range. Moving distance determines the maximum garth a loop, usually set as particles range wid#arning
factor: and usually equal to 2, but the literatais® has other values, in general, and in the rbaggeen 0 and 4.

Ant colony algorithm will search behavior of antscan improve the quality of solution and converngespeed near
the optimal solution, thus improving algorithm merhance. But this way of searching will make thenpature
convergence behavior are more likely to happen. Mar ant system can effectively avoid the premature
convergence. The difference between MMAS and AS iliethe following three aspects: at the end oheacle,
only an ant to update the pheromone, the ant igltft®al optimum or iteration best ant.

There are two important steps of particle swarmnaigation algorithm to solve the optimization prebl in the
process of the problem: the coding and fitnesstfoncParticle swarm algorithm is not as generalegie algorithm
using binary code, but with real number coding. fhercurrent problems, the particle can be diremtlying, fithess
function is equation (9).

2_¢_ ¢2_4¢ (9)

Best worst ant system. In view of the AS searclcieficy and poor quality of the disadvantages, bestst ant
system to enhance the guiding the search prodesgnt search more focused on to the current ldisttp find the
location of the circulation field, both to avoidetpremature convergence, and shorten the seareh tim

The simulation conditions specific to: randomlytseged 200 nodes in a square area 150m x 189mtalsdarce
node located at (66,454); 1 (560*860); the destimahode in the communication distance of node838m.
Transmission energy 660MW hypothesis node, recgi@®5mw of energy consumption; the initial enerdyalb
nodes are the same, for the 10.1 node energy redilestart a residual energy notification mechmanisp 0.1,
network of pheromone evaporation per second a@, 4 1 000 (J is the unit of energy), as shown belowrggu

Particle swarm optimization for data mining

——PR0
——ACO

Figure2. Particle swarm optimization for data mining based on improved ant colony algorithm with PSO

Quality of ant colony algorithm in iterative timesd have certain advantages, but for the actuaatgin of
computer network at present, still need longer cdedime. The paper present novel model of Partivi@rm
optimization for data mining based on improved esibny algorithm. Although the parallelism can didge this
problem to some extent, improve the speed of thapeer and ant colony algorithm, but for large céawrp
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computer network, this is a big obstacle. The bastoccolony algorithm in solving some small scal& SP problem
when the performance is satisfactory. But as tloblpm size increases, the ant system is diffiqulfind in the
number of cycles within acceptable optimal solution

CONCLUSION

Dynamic ant colony algorithm compared with the itiadal ant colony algorithm and the max min antooy
algorithm, lies in the improvement of the main; fleemer in the iterative process, in the choicetarfjet city
standards, without the use of a fixed standardssto reduce the evolutionary stagnation phenomenhdme latter
two based on pheromone and heuristic function tmsh the target city, how to based on these twinrfaon the
performance of algorithm selection city is ant egl@lgorithm is crucial to the pheromone strengikginot limit,
so easy to fall into local optimal solution, MMABet pheromone strength given certain range limitd, greatly
improve the performance of the algorithm.

The basic particle swarm algorithm stability is ntaidue to the algorithm is simple in concept, feywarameters,
randomness, strongly depending on solution ind#ion and function characteristics. Different siol
initialization may lead to different optimal soloitis, a simple function is easier to obtain theroatisolution, and
function more complex it is easy to fall into loeaitremum, which leads to the stability of the ailigyn is poor.
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