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ABSTRACT

There are many factors affect athletics competjtfamnit needs better prediction model to make ptex on athlete
each event performance, the paper just based dm thozight, it introduces BP neural network modé&Frheural
network model and Elman neural network model, aftenparing, it gets that BP neural network of theeé has
higher accuracy, in addition, by combining the thiends of neural network models and then introduitento
specific examples, it gets that model after comigimccuracy is higher than any one kind of singledjztion
model, so it proves such model’s superiority, itl ywlay important driving roles in neural network'sports
performance prediction development.
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INTRODUCTION

According to previous performance, it makes preéaiicon performance that to be generated, it is igéliyeused to
major sporting events, predict future sports coitigetlevels is particular more important for atieldeing in best
training level, so the sports performance predicbecomes more and more important, but there ang kiads of

modern prediction methods, from which neural neknigrmore popular in contemporary prediction andlgsis

aspect.

Regarding sports aspect each kind of events pegtireisearch, formers have made efforts, such asg\Wao and
others in order to improve sports performance ptemi accuracy, it combines BP neural network WRBF to
make prediction on Liu Xiang's performance, andiliyy got that model after combination was obvioighkr than
single prediction model before combination; Zhong #hd others constructed shot special performaregigtion
in 2004, meanwhile they got that its accuracy gials higher than multiple linear regression model.

The paper based on previous research resultsaligzes sports performance influence factors, anthi®e kinds of
neural network prediction model's mutual combinatito predict sports performance, the result protres
combined prediction model is more accurate thaglsimodel, and shows established combinative neatalork
prediction model has important significance in $paspect performance researching.

2 Three kinds of prediction models forming

2.1 BP neural network theoretical forming

In prediction field, neural network is one kind liifjher applications, from which the most importaetongs to
forward neural network that is also BP neural nekwoodel, the model is composed of three kindafk that are
output layer, input layer and hidden layer sucketkinds, its structure is as Figure 1 show:
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The input layer Hidden laver The output layer

Figure 1: BP neural network structure

Though there are no any connections among therin, ribeve cells are mutual correlated. The algoriflearning
process is composed of two directions that areeatsely forward direction process and reverse stwh
propagation processes, from which, forward propagas:

nety =3 0’ @
J

In above formula,l —1 represents number of layers, is expressed)[ﬁ, and when outputj pieces of units

nodes, the input is th& sample, then:

o, = f(nety) )
Reverse propagation:
7 If input unit node ig , then:

0y =Yy 3)

Among them, use] as actual output unit which is expresse@/li),y.

8y = (% ~yi) f' (nety) @
7 If input unit node is noj , then:
O =D Oty ' (nety) (5)
oE .
0w HOK ®

I
Revise weight:

oE

W =W, ~U——,1>0
0 )

Here:

0E _ & OE
Ponl) e ()
0w, =W,

Among them, the process from input layer to hidsmr and then transfer to output layer is infolioratforward
direction propagation, but once end cannot getesponding output result, it will automatically tutm reverse

propagation; one nerve clis expressed by following formula.

U = zWik X (8)
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Y = f(u, +b) )

Among them, in linear combination, input signal'stput, nerve cell threshold value are respectivasyng
u, andbkto express, input signal and output signal are etsyely using X, and Yy, to express,W,
represents protruded weight, and meanwhile activiatection is F () , corresponding function formula is:

1
f(v)=—— (10)
1+e™
Due to BP neural network nerve cell does not chaimpat end is :
net=xw, + X,w, +---+ X, W, (11)

In above formula, connection weight value: Wy, W,,---, W,

n \ Input  value:

Xpy Xpy ooy Xy o

These nerve cells all activated functions 8saype function, the function not only is continuobist also can
derive.

Define that between 0 and 1 is BP neural networdkenaalue, if input information hasn't arrived atitien layer,
then the node is 0, so as to avoid the fault statasadopt standardization handling with theseioaigdata, adopt:

1=J/m=n+a (12)

Hidden point initial number value can be defineddaynula (2), that is:

1=+/043nm+ 012n2 + 254m+ 077n + 035+ 051 (13)

Among them, in above two formulas® is a constant, and is a number between landm @) are the number
of output and input nodes. We work out an initialue by formula (1), and then solve it gradualfterathat, adopt:

= )g B )gnin
)g Xmax - Xmin (14)

Only need to do normalization processing.

For the model, take one sports school triple jusiptive data as examples references, andx|etto be final 5m

running-up instant speedxX, to be horizontal speed before taking o, is maximum running-up speedx, is
distance between starting point and position attihie when running-up arrives at maximum valug, represents
triple jump final results, as following Table 1show
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Table 1: Triple jump perfor manceindicator

No | x /(mEY) | x,/(MEY) | x/(mEY) | x,/(MEY) | y/m

1 9.69 9.71 9.61 1.00 16.02
2 9.65 9.84 9.84 3.90 16.03|
3 10.05 10.02 9.83 0.00 16.04
4 10.04 9.74 9.94 4.90 16.05
5 9.90 991 9.89 2.00 16.11
6 10.44 10.21 10.35 1.00 16.17
7 10.06 10.06 10.01 1.00 16.15
8 9.74 9.74 9.58 0.00 16.18
9 10.98 9.75 9.94 4.00 16.19
10 9.90 9.76 9.79 4.90 16.21
11 10.10 9.94 9.95 2.00 16.272
12 10.26 10.02 10.11 2.00 16.27
13 9.78 9.60 9.66 1.90 16.30
14 9.97 9.98 9.94 0.00 16.4Q
15 9.39 9.25 9.33 1.90 16.4Q0
16 10.00 9.66 9.92 1.90 16.4Q
17 9.65 9.65 9.49 0.00 16.41|
18 10.13 10.12 9.96 2.10 16.44
19 10.11 10.06 9.94 1.00 16.44
20 10.12 9.99 9.97 3.00 16.5Q
21 9.76 9.50 9.59 1.90 16.56
22 9.87 9.66 9.73 4.90 16.60
23 10.08 10.02 9.98 1.00 16.6(
24 9.80 9.80 9.80 0.00 16.60
25 9.92 9.89 9.89 4.00 16.69

By utilizing principal component analysis methodhandles with above table and gets correspondidgators’
feature values that are respectively:
A,=3.2047. A,=0.1867. A,=0.073¢, by above table, it can get that space curve is:
x ) (9.94) (0.59
X, |=19.84|+| 0.57 (15)
X, 9.84 0.56

floating around, so above three kinds of indicatmmge great connections, therefore we can Msex, as input

function, then Yy is output, according to BP algorithms to trais, titaining samples select 20 indicators to make
research, as following Table 2 and Table 3 show:

Table2:  Test sample

Pl X | % | Y |P| X | X%]|Y

1 [ 972 100 1601 11 965 040 16.80
2 | 963 [ 390 1601 13 1000 1.90 1640
3 [ 1003 000[ 16.03 13 1013 230 1641
4 [ 991 490[ 1611 14 1011 1.0 1644
5 [ 1006 200 1612 1§ 1011 3.00 16/46
6 | 10.10[ 1.00[ 161§ 16 978 190 16.50
7 [ 991 [ 200[ 1627 17 987 4940 16.56
8 | 948 | 000[ 1630 1§ 980 0.40 16.50
9 [1026[ 190 1630 19 1008 1.0 16§60
10 | 1028 200 16.30 20 9.93 4.00 1668

Table3:  Test sampleactual result
p 21 [ 22 | 23] 24[ 25
xP/(mE") | 975| 1046 101 1008 992
X, /' m 000| 1.00| 1.90| 400 49p
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Before training, it should firstly make transformaatt, make standard deviation as 1 and mean asm§fdranation on
variables in above table, and then make trainiftgr &raining for 29452 times, its weight threshetue, weight
can be solved as following show :

154.2235)

0.6010
-15.6451 - 0.475% -25589 0.3320

~0.1846  1.2356 351447 .
20999  0.0473 205041 0.0852
' 0.2015

3.7347 -0.1751 :
5.2589 0.7994

-1.3145 3.6582 :
40.1236 0.2465

~3.6762 - 0.413d :
412.7895 1.3965

-40.2941 - 3.110( -
123.4789 -0.3726

~15.0159 - 0.306( 25 1121 :
-0.4765 0.1815 . 1'124 1.1258
wo| 34598 -01150 b= 0.0426

= - 2
1| 7.4356 - 0.4526 ' -1.1256
3.2066 - 0.1191 —80.5896 0.2100
~11.0789 - 0.9087 —40.4587 0.3621
~6.2950  0.0598 124.1189 0.4546
3.6456 04064 68.5588 0.1980
-10.9287 1.9648 -35.6969 -0.2427
-4.1478 - 0.3474 110.2256 -0.6889
~4.1371 - 0.4456 42.0987 ~0.2654
-17.6541 - 0.5216 180.2258 -0.3098
~1.1597 0.4789 24.1456 0.5521
b, =(16.6529

After solving threshold value and weight, input eddable 3 sample into neural network model, aed et result
as following Table 4 show:
Table4:  Output result

Network input

X, / (m[B"l) X, /m Network OUtpUty/ M | Expected outpuyp / m | Error/Ccm
9.74 0.00 16.245 16.17 3.4
10.43 1.00 16.08 16.14 -5.8
9.38 1.90 16.362 16.38 -1.7
10.08 4.00 16.223 16.21 1.6
9.94 4.90 16.250 16.25 0.0

By above Table 4, we can see that the first andrekbtest result have big differences, and finatllénror is zero, so
it proves that lots of data is needed to more ately deduce prediction result and then being nameurate,
meanwhile it also proves that the model has cesajreriorities.

2.2 RBF neural network model
The model similarly is composed of above three frits structure is as following Figure 2 show:
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The input laver Hidden laver The output laver

Figure 2:RBF neural network structure

The model can create a very high precise modeljtarfddden function is self selected, so thaeit®r is 0, and
then previousK times of performance %, X, - % , output is performance at this time.

2.3 Elman neural network model

The model is relative special, its structure is posed of four elements that are output layer, uaHerlayer,
hidden layer, input layer, and its output layerlides one nerve cell, input layer includes six retells, hidden
layer is defined as seventeen nerve cells, itetsire is as following Figure 3 show:

The output layer

Hidden laver E I:“:I

g

The input layer

Figure 3:EIman neural network model

3 Model combinations
We let fl f2 f3 respectively represent above three kinds of nemetivork prediction model, and establish the
three mutual relations’ equation :

f=af +pf,+yf, (16)

In above formula, coefficients respectively represahree kinds of prediction models weights, it calve such
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value by establishing following formula that:

h 2
minf = (y -af-gf,-yf,) (17)
i=1
Among them, in above formula:
+0B+y=1
St arfry (18)
O<a,f,y<1

So, combining above formula with one school atlsletempetition performances, it can solve theirgh¢s, their
competition performances as following Table 5show:

Table 5: Athletes’ competition performances table

No. | Actual performance No| Actual performance No. ctdal performancg No|  Actual performange
1 13.45 18 13.12 35 13.21 5p 12.93
2 13.32 19 13.19 36 13.08 58 13.03
3 13.45 20 13.20 37 13.05 54 13.04
4 13.33 21 13.24 38 13.11 5b 12.91
5 13.36 22 13.18 39 12.86 56 12.89
6 13.12 23 13.17 40 12.84 57 13.11
7 13.75 24 13.19 41 13.19 58 13.04
8 13.27 25 12.24 42 13.17 59 12.82
9 13.87 26 13.21 43 13.21 6D 13.23
10 13.22 27 13.31 44 12.96 6[L 12.79
11 13.20 28 13.26 45 13.02 6p 13.18
12 13.15 29 12.97 44 13.08 6B 13.19
13 13.24 30 12.89 47 12.65 64 13.20
14 13.26 31 13.45 48 12.84 6p 12.95
15 13.23 32 13.29 49 13.34 6p 13.23
16 13.21 33 12.78 50 13.28 6| 13.01
17 13.33 34 13.14 51 12.87

So we input above data into combined model, it caolve three kinds of models weights,
that:a=0.463 S =0.243 y =0.2€, thereupon we can get combination model is:

f =0.463f, + 0.243,+ 0.294, (19)

3.1 Establish optimal combination prediction model
We let sample actual value usg to express, predicted value ugg, t=1,2,--n to express, its equation is :

y,=a+>) by (20)
i=1

After that, use linear regression method, it capeetively solve above coefficients, and then stigr predicted
value, its formula is:

Ya=aty By, (21)
i=1

3.2 Prediction model result and analysis
We lety to represent actual performance, ¥ndto represent predicted performance, from whice 1,2, -- 10,
and establish mean absolute percentage error(MAR&),

MAPE = 2| X% |x 100% 22)
n

By above formula, input data and then it can getlmioation model’s prediction fitting value, as fmNing Table 6
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show:
Table 6: Prediction result comparison
First kind of Second kind of Third kind of Optimal weighting Optimal linear
No Actual network prediction network prediction network prediction combination combination
" | performance| Predicted Predicted Predicted Predicted Predicted
value MAPE value MAPE value MAPE value MAPE value MAPE

1 13.12 13.0522 13.1256 13.0522 0.7896 13.1106 13.0698

2 12.98 13.0845 13.0626 13.054 13.1018 13.11j04

3 13.25 13.0911 13.1212 13.1304 13.1245 13.0754

4 13.01 13.1232 13.1826 13.0908 13.0948 13.12j99

5 13.28 13.1947 13.0988 132.0711 13.1298 12.98 53)

6 13.18 12.0517 0.547 13.0836 0.743 13.073 13.0659 0565 13.074 562

7 13.19 13.0294 13.2144 12.9871 12.9598 13.1374

8 13.21 13.1366 13.0683 13.2637% 13.0847 13.1320

9 13.23 13.1474 13.1362 13.0861 13.1018 13.0676

10 13.15 13.0433 13.1244 13.054 13.1047 13.07977

By above Table 6, we can get three kinds of nenefavork prediction methods’ maximum error valueat tare
differences between actual results and predicteditee so that it can get that in three kinds afrak network
prediction methods, BP neural network predictedieand actual value difference is minimum, theefbiproves
BP neural network is a kind of relative accuratediction method, and combination model after hamgdhas better
efficiency in prediction than single model.

CONCLUSION

The paper predicts athletes’ performances, thaifopeances prediction is affected by lots of fastowe utilize
three kinds of network prediction methods to eviuadividual prediction that shows BP neural netwbas
obvious superiorities and good prediction efficieno addition, we combine the three prediction syagnd get
optimal combination pattern after handling, an@maftptimal weighting, it can let the combinationdebhas much
higher accuracy than single model, so the combamediction model has feasibilities.
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