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ABSTRACT

Detection of vehicles plays an important role in the area of the modern intelligent traffic management. With the
pattern recognition in the area of computer vision, an auto-recognition system in an online sensing platform is
studied. In the online sensing platform, 3G wireless network, including GPS, GPRS (CDMA), Internet (Intranet),
remote video monitor, and CANBUS networks are integrated. The remote video stream can be taken from the
terminals and sent to the online sensing platform, then detected by the auto-recognition system. The images are
pretreated and segmented, including feature extraction, template matching and pattern recognition. The system
identifies these models and gets vehicular traffic statistics.
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INTRODUCTION

In ITS, recognition and flow statistics of vehicle® very important technologies. Recognition tedbgies include
image recognition technology and radio frequenchelogy. The first one is utilized in recognitiof vehicle

branch picture; the second one is to use radiaéeacy sensor to get to status of vehicles. In gdliyeimages must
be coded, compacted, enhanced, and corrected tiegiraent; then edge detection method is used siigo and

divide the Images, and start pattern recognitioecaBise of noise pollution and lighting effects he briginal

images, recognition precise is still to be impravieddio frequency technology is precise, but tmssecost is very
expensive.

In the paper, a remote video monitor system ofalehiin online sensing platform is studied. Theeotiye and
motivation are to acquire the video informationnfréhe video monitors with the third generate wissl@etwork;
the video information will be collected and dealthnvin a online sensing platform by a wireless wd&ensor
network, including management and monitoring. Témate video stream is got from the video monitaral sent
to the traffic control center; the video informatiavill be dealt with and classified, then the védscwill be

recognized from the images, and flow of vehiclestlgh every road will be accounted. In recognitidrvehicle
flow, there are video stream information acquirehicle flow detection, vehicle flow track, and vahbi check.
Video information is collected from the remote \dod®onitors, and divided to pictures in frame fornTdte pictures
will be dealt with edge feature detection, and geition. Vehicle flow detection is to judge if tieis vehicle flow,
and separate vehicles in dynamic and complex badkgt. Vehicle flow is counted dynamically, and o#itype is
classified according to samples in vehicle modehilase. The data and information are auto-save@LAP

database for management and strategic.

SYSTEM FRAMEWORK OF VIDEO MONITOR ONLINE SENSING PLATFORM

The video monitor online sensing platform constdtthe intelligent mobile terminals, software syste integrated
3G, including GPS, GPRS (CDMA), Internet (Intrapeggmote video monitor and CANBUS networks. In our
integration platform, the vehicles’ GPS informatiadriver request messages, and the control cemermand
information are sent by the integrated WAN on 3@ hrernet(Intranet).
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The mobile terminals are the interface directlyhvitie users. We have implemented a rich set otifums for them.
They have the capability of sending and receivimfgrimation in real time. It integrates the mobilenputing,
picture recognition, intelligent control, commurtioa, wireless sensor and media streaming. Theovidenitor is
integrated to the terminal by CAN or USB interface.

A multiple layer structure for our online sensingtform is designed. The platform is divided intaauple levels:
the application layer, network layer, logical laygerd data layer. The application layer includesniobile terminals,
B/S(Browser/Server structure) clients, C/S (Cli8ather structure) clients. B/S client software sppdynamic
dispatch, alarm monitor, service, map browsing,rgueble and data backup. C/S client software stigpmap
browsing, database management, table print, andnsorhe network layer comprises wireless commuitnat
network, Internet, Intranet, and wireless sensawakk. The mobile terminals are linked to the wideea
communication networks. The B/S clients are corete¢hrough Internet and Intranet while the C/Sntfieare
connected to the Intranet. The logical layer inekidhe platform group wares and middle wares. Tlhdopm
software includes the software for communicatigpligation, GIS, Web Server and the interface. Trtdédleware
are composed of XML data protocol transfer wareB@DNIO(Non-blocking Input/Output), RMI(Remote Meith
Invocation), Load balancer, and so on. The daterlmcludes all the databases. The detail can & iseFig.1.

Application <> Logical Layer < >Data Layer

web Service i 7|Service « s |Yorkflow Cervice
Application— | | [Dispatch " V|management HI ={>P001
Leastes N »
Tools Sets ; o e
: ":- Y¥Case Triger |, . |Parallel S TN data
- - “¥|Processing “-'_V CZDProtocnl

Nonitor

Management [0 r\ﬂ j[

A
Customer - Teb Service Bessage Pool @
=

1
3

Service

Ee-ﬁte Communication [, . I
Information \'_':{>Service — R di:) m
collecting — 1 S—8 -1 — *_'
Remote
NIO Interface i w
e | E S
" Load Balancer Cluster Database
: Comput ing

Fig. 1: Framework of video monitor online sensing platform

In the online sensing platform, there are videeatr acquire, frame image collect, image pretreatmerage
enhance, image partition, image feature extraahpsa database, image recognition, study networkwaork
compute, account and statistics. DirectShow softvisused to acquire video stream and divide thendrimages.
In order to improve the quality of the images, tinése must be filtered to decrease interferenchs.ifages must
be enhanced and transferred in pretreatment proe@dorder to get the better clearance.

In image patrtition, objects and un-objects musségarated from background; the regions of the rdiffeobjects
must be divided according to their characters.him divided regions, the basic characters must basd and
described, including gray, texture, and geometnaracters.

IMAGE RECOGNITION METHOD

Image pretreatment and image partition are veryitamt procedures in image recognition. Image $ealgorithm
transfer the color image to gray image, and enh#meémage, then extract the edge characters. mhge enhance
is used to prominent some helpful information, bihéome helpless information, and expand the iiffees among
the different objects. In order to acquire and geition the object characters, the object must ibiled from the
background.

IMAGE PRETREATMENT
Images must be transferred from color images tg greages, and enhanced, according to the colosfoamed

1942



Sichang Li et al J. Chem. Pharm. Res., 2014, 6(7):1941-1947

gray formula p=0.299*R+0.587*G+0.114*B, p is graglwe of one pixel, R, G and B are respectively remden
and blue values in RGB color model [6]. Filtering) very important to restrain the noise. Generdiligring
algorithms includes average value filtering, Wiefikering and middle value filtering algorithms][9n the paper,
middle value filtering algorithm with the Laplaceerator is utilized because it can restrain theewand keep the
clearance for the images [7][8]. It is an un-lineggnal treatment method, and can give up the tindisfeature,
remove the noises and protect the edge charactéeiimages. In order to smooth the images, thenseorder
differentiation is used to filter the noises.

After smoothing treatment for images, they musehbanced so that the region of vehicles in the @namn be
sticking out from the background. The gray histogrinear tensile method is used to permanent themeof
vehicles. Many parameters are adjusted to permangndy area in the images. The gray transformteguis as
follow.

D=AX+B 1)

In Eq.1, D is a transformed gray value, X is amgioal gray value, A and B are factors for the tfarma linear
equation. In order to enhance the vehicle areadankien the background gray, the difference betvikervehicle
and background is improved, and the noises areredmsd.
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In Eqg.2, the two points (x1,y1) and (x2,y2) are rclimates in branch--paragraph gray linear tengjleagon [10] as
Fig.2(a). (x1,y1) and (x2,y2) are two pair statistset points in (255,255), the gray value of eyéxel is in (0,255).
X axis is coordinate axis of the original gray \aly axis is the transformed gray value coordinais.

From Fig.2 (b), (c) and (d), the vehicle area ibated and sticking out form the background, thisesoare
constrained.

IMAGE SEGMENTATION

Image segmentation is utilized in many vehicle tgpto-recognition systems. In order to extractheyfeatures and
recognition the type of vehicles, a canny edgediiete algorithm for image segmentation is usedepasate the
edge area of the vehicle from the background imadpch can eliminate the untruth edge, remove ibeation of
the images and smooth contour of the objects vathosion and expansion method in mathematical nuiggjy.

The edges of the images are basic features, wheleay helpful information about the objects. Thare many
algorithms on image edge detection, including SoBetwitt, Robert, Laplace, Log, and Canny algongh[10].
Sobel and Prewitt algorithms are used to differesme filter the images, their weight-right valuedifferent, and
the detected edges are thick. Robert algorithmctiyrecomputes the difference, doesn’'t smooth thages, is
sensitive to the background noises. Laplace alyoriises the second order differential algorithnd, @mhances the
noises. Log algorithm uses Gauss function to smimotiyes, and uses the un-direction Laplace algortthextract
the edges; but this method is easy to detect unedges in approximate gray area, is also sensitimeises and not
precise.

In the paper, Canny algorithm is utilized to detbet object edges with its anti-disruption and hpgécise. The first
step is to notify all prominent edges which areedestd by the minimum scale operator; the secomplist® forecast
and compose the prominent edges to some continge éalges with the large scale operator; the datst compare
the composed edges and the true edges, if singilaritery high, the composed edges will be notifiebdese large
edges are accumulated to the edge graph.
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Fig. 2: Gray tensile

The Canny algorithm is applied many image recogniystem because of its adaptability. In the leaprocess,
the Canny operator detects the original imagesgadhe edge images, and adaptively adjusts tleshbtd. The
non-isolated low gray pixel near the edges becothesseed point, and fills the seeds in high thriesbmary

images; the edges will become the fences for thdssdf gray value of the filled image pixel is d&lto the low

threshold, the pixel color will be set to black,damany small connective regions will be delete ases. The
procedures of binary images include deleting ue-trdges, sealing the near true edges, and chabsirsged point
in objective regions. The binary image algorithm ba described as follow.

Algorithm:
(1) use Canny operator to detect the original imaged get the edge images el;
(2) delete the isolate small edges in el. judgeyepeint in el, if it is an edge point, then puss four neighbor

un-edge points into a temporary matrix T; if theminer of points in T is large than 1, then pushl¢ive gray points
in | into the matrix IE, and push the remain points the matrix hE.

(3) get the low and high thresholds as Eqg.3 and.Eq.
1

LT = — > I(i,))
m (7,7)01IF (3)
HT = = > (i)
N i Hone )

1944



Sichang Li et al J. Chem. Pharm. Res., 2014, 6(7):1941-1947

(4) push the points in the matrix |IE into the maBias seeds.

(5) use the high threshold to get a binary imagde $dt the points in the matrix hE or el as backgrbpoints, and
get the filled seed image.

(6) the seed point in S is used to fill the binemage hbl, and judge the weight of the filled edged; if the weight
value is greater than a set threshold, then tlegfioint is a objective point; otherwise, it ibackground point. The
binary edge image sbl can be gotten.

(7) integrate the high and low thresholds to de#i tine image Ibl and get the edge scattered irhtige

(8) connect the scattered edges to get the edggeinha

The algorithm has many advantages, including utdizhe Canny smooth feature for the edges, deergssgray
Inconsistency for the objects, delete the un-tijeais, and constrain the noises and balance #teréedetails with
the high and low thresholds. Of course, new naisedd be take place because of the un-looped edges.

BPNEURAL NETWORK MATCHINGALGORITHM ON FUZZY SETS

There are Four methods are used to classify thectshjincluding matching on image gray, matchingeatures,
matching on model and matching on transformed donfdie matching method on image gray setups thiasity
between two images with the image gray. A search waused to find the maximum or minimum transfodme
model parameter value on their similarity.

This method has good precise and robustness bettalses not extract the features but only usesrtage gray.
Because of its great computation and increasingmirag errors in Information poor region, it can et suit for
recognition of the vehicles.

The matching method on features only matches amdpotes some features, for example range, histogram,
frequency coefficient, points and lines, it keepse invariant features as the edge point, the ceftdose region,
line, surface and array for matching two imagesattvantage is to extract the significant featares compress the
information content of image, the computation dases, becomes faster and keeps good robustnesse Iside,
because only a few images gray is used, this mathednsitive to matching and recognizing of thetdees with

low precise.

The matching method on model is wildly applied @mputer vision. The matching computation is onenpby one
point in the whole matching region; it is also s8ws to the noises, which must be eliminated. latching process,
matching with rigid shape and deformable templaie loe utilized to improve the convergence of thecawe edges
and sensitivity of the noises. The matching metbadtransformed domain includes Fourier transforr@abor
transformer and wave transformer; the matching otkthn frequency domain can bear the noises and tteep
invariance of rotation and size. Its result is redated to illumination.

In recognition algorithm, BP neural network is iatid for its good convergence. Firstly, a constamcof BP neural
network must be adaptive to recognize the vehiddghe sample database, ten sample feature matixegheir
target matrixes are setup from ten type vehiclé® fEature matrixes are 22*1 dimension matrixed, the target
matrixes are 10*1 dimension matrixes. The numbeis28e vector number of the features, and the rurh is the
number of the types. The number of the neuron i;28put layer, the number of the neuron is 1@utput layer,
and the number of the neuron is adaptive in mitlfer according to some experience. The experi@noaula is
defined as follow.

n, = ~Nn t+ m + a (5)

In the Eq. 5, n is the number of the input layeuroa, m is the number of the output layer neurois, a natural
number in the area [1, 10], nl is the number ofntiiddle layer neuron. In this system, n1 is abdutThe details of
BP neural network can be seen as Fig.3.

In the second step, the neural network must baddawith the sample feature matrixes and theiretangatrixes.
Value of the function Sigmoid is in the area (Q,thg data in input and output must be normalizeithé area (0, 1).
Weight matrices of 22*15 and 15*10 are randomizethie area (-0.5, 0.5). In training, toleranceeiste 0.001 so
that the difference between the sample featureixeatand their target matrixes is the minimumhé tolerance is
less than 0.001, and the feedback number is 19friining is successful and ended; otherwiseuitrhe restarted.
In the third step, the weight matrices are gotfdter the all samples are trained, and a satisfsdlt is gotten, the
weight matrices will be setup, which is saved intgformat file and reused. Lastly, the image tésgae recognized.
The weight matrices are use to recognized the impage targets, the result will output. Accordingthe result, if
there are some samples in the current image, tieetypes of the vehicle and noise will be judged accounted,;
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otherwise, they do not exist in the current image.

Input layer Middle layer Qutput layer

Fig. 3: BP neural network

BP neural network and fuzzy matching algorithm gggépes and induces the recognized case to vehictmise
with two fuzzy sample sets, namely, noise featumzy sets and vehicle feature fuzzy sets. If thee ¢a a type of
vehicle, it will be reserved and analyzed; otheewi$ will be noises, and be filtered. The detaifshe matching

algorithm can be seen Fig.4.
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a lorry and a small bus

Fig. 4: Vehiclerecognition in online sensing platform

A video monitor online sensing platform is studatt developed. Many video monitors are integratea mobile
vehicle terminal with CANBUS or USB interface. Thideo stream information with JPG image formataected
and sent to the video monitor online sensing ptatfdn the platform, the continue JPG frames aaadferred to a
video file, the recognition software deals with thdeo file, and classifies the types of the vehichnd gets
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vehicular traffic statistics. In Fig.4, the whiteds in mandarin are detected the contours of #iecles with the
improved canny operator. They are two contoursshall lorry and a small bus.

CONCLUSION

In this article, a video monitor online sensingtfaan is studied and developed, including an AutbileoAutomatic

Recognition System based on image. The online sgndatform take use of several video monitorsdihko the
mobile terminal to get traffic images, then afterage pretreatment and segmentation, do the worKeabifire

extraction, template matching and pattern recagmjtio identify different models and get vehiculaffic statistics.
In future, the algorithms will be improved to praeiof vehicle recognition. This article contributics focus on
setup a wireless video sensor network to colleetvildeo information to a cooperative platform; theormation

will be dealt with and saved just in time by higbnputing performance of the platform for managenamd

service. In future, the middle wares in the onkeasing platform will be developed and improvedrfamagement
and service, including its Qos character of infaroraresponsibility and delivery.
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