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ABSTRACT

Current research on speech content identification aim primarily at raw wideband speech signals, which are
generally transmitted in a compressed format. This makes it unable to meet the demand of speech content
identification in compressed domain. This paper proposes a hew speech perceptual hashing algorithm for speech
content identification with compressed domain based on MFCC (Mel Frequency Cepstral Coefficient), to solve
problems of real-time speech content identification and large quantity of voice message information over the mobile
Internet. This algorithm extracts MFCC feature based on the raw wideband method. The process begins by
extracting the MDCT coefficients, which are the intermediately decoded results of compressed speeches in MP3
format. These coefficients are trandated to MFCC parameters and the binary hashing values are then generated
from these parameters, combined with human auditory features. This algorithm uses highly compressed data to
realize fast identification for speech content. Experimental results show that the proposed algorithm can realize
tampering localization and increase 5% in efficiency when compared with raw wideband algorithms, with the
precondition of robustness and discrimination.
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INTRODUCTION

With the development of information technology, thathenticity and integrity of voice products haleen
questioned when tools for digital media editing @mocessed [1]. Numbers of speech content ideatiin
algorithms in the compressed domain are much leass traditional ones based on non-compressed forfnat
perceptual hashing is an easily computable fundtiah maps digital multimedia data into a compagital digest.
These functions are widely applied in informati@cwrity, where they are used as new algorithmgfemtification,
retrieval and identification over an opening andeliable network [2, 3].

Since the parametric speech coding is completdfgrdint from the way of audio compression, the auashing
algorithm is unsuitable for speech algorithm [4ur@nt researches on speech perceptual hashingyusie the
original speech data as input. This large comparaticomplexity can't meet the demand of real tapelication in
speech communication terminals with limited researf5]. In Ref. [6] the author proposed a methothwWIELP
(mixed excitation linear prediction) coding, usisgme parts of speech bit streams to generate lgpgaines. With
malicious content-tampering discriminating abibtiend less computational complexity, this algoriterauitable for
real-time system of speech content identificationRef. [7] proposed a perceptual hash algorithrsigteed for
AAC (Advanced Audio Coding) audio to keep MDCT-bas#gorithms highly robust to compressed audio and
provided a solution for speech content identifimatin a compressed domain.

Major process of traditional algorithm for the camgsed speech data is as follows [8]. The procegm$ by
decoding the compressed speech into raw widebatad(B&€M). Features from decoded frames are theaaztd
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and further analysis to achieve content identifizatis finally made. Yet it continues to have awflaof
computational efficiency and complexity, therefdrean't afford real-time processing.

Digital audio in practical applications is usua#lgcoded in compressed formats such as MP3, witpuhgose of
less data size, higher quality and easier transmnis§ herefore research on compressed domain hsisivieo
significance [9]. For this reason we propose tHefang algorithm to extract the MFCC features gsimuman
auditory system and MPEG audio coding. The probesgfns by decoding the MP3 stream and translatibDg-W
coefficients from intermediate parameters. The MDCQdefficients of each frame are then translatedato
15-dimension MFCC coefficient vector after Mel diling. Content integrity certification is finallyevified by
matching the extracted hashing values.

MDCT COEFFICIENTSIN COMPRESSED DOMAIN

As a major vector feature of speech in the frequatmmain [10], MFCC is robust because of its fahsideration
to the human auditory. In this paper we translate0@ feature in compressed domain and select ihasacteristic
parameters. Physiological studies have shown thathuman ear is very sensitive to the frequencyuafio,
especially in the range of 200~5000 Hz [9]. A featuector can be calculated by the original contdraudio, but
not MP3 compressed version of that content becailise process such as filtering and MDCT transfation.

We extract the features from MDCT coefficients whare intermediate parameters when decoding an P 2\s

a way of time-frequency transformation, the MDCB&@ method has been widely used in encoding auslios, as
MP3, AAC, etc. [11]. In accordance to MPEG standaalidio stream is encoded frame-by-frame. A MB&&
consists of 2 granules and each granule contaifissaimples per granules [10]. We can get MDCT cuefits
either by decoding each frame, or by performingaaified Discrete Fourier transforms on the 32 sahebPCM
(Pulse Code Modulation) signals. Each of the suldbacorresponds to 18 MDCT coefficients. It hasnbeeved
that MDCT coefficients can be acquired throughdinsuperposition of original signal (with weightimgndows)

and the aliasing signal performed with SDFT (SHifteiscrete Fourier Transforms) [12]. Moreover, wite

assumption that there is no time shifting and tegudency shifting is 50%, we can consider the nagDFT as the
nature of MDCT coefficients through linear transfation. Thus make it possible for us to extractcpptual
features from MDCT coefficient, for the reason thas an approximate version of frequency domaiattire when
we process audio stream using a sub-band filtdr [13

CONTENT IDENTIFICATION FOR COMPRESSED DOMAIN SPEECH

A. Process of algorithm

The MFCC-based perceptual hashing for speech cdoidentification is shown in Fig. 1.In this figunee get
MDCT coefficients by processing the compresseddapaéth Huffman encoding.

MDCT coefficient

v ¥
M;= | MDCT | 2 M,= | MDCT | 2
Granule 1 Granule 2
[ ]
M=(M1+M,)/2
v
Mel Triangle > MFCC Features
Filtering
v v
MFCC Feature DCT ) Hash Values Binaryzation
Extraction Tranformation Extraction

Fig. 1: Process of algorithm
B. MFCC feature extraction
MDCT coefficients can be regarded as an approximatsion of linear spectrum of DFT [12]. Only caheiing the
energy of these coefficients, we can extract festim the compressed domain according to MFCC ighgoiin the
non-compressed domain [14]. DFT coefficients witjua intervals are calculated after MP3 hybridefilhg. The
difference is that none of these parameters diviide$requency spectrum into form df 2
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We propose this feature extraction method on th&cbthat MDCT coefficient contains enough inforratito
describe frequency spectrum.Firstly, we redefimeMIDCT coefficient of each frame to six criticalriuts, which are
similar with the critical brand according to itsrglvidth. Then am-dimension MFCC feature parameters is
calculated via triangle filtering the MDCT coef#its. In this paper, the redefine of critical bémdot taken into
account of when extracting features. A filter isfpemed before processing. Center frequency of filkekring and
filter banks are determined based on the bits tfutzted feature vectors. MDCT coefficient of edcdime will
finally be converted to a 15-dimension feature eedfter Mel triangle filter banks followed by thepsine
transformation.

It has lower resolution when compared to 576 patars@FT in original audio without compression, bah afford
identification for actual speech signals.

The details of the proposed method are expresstdi@ass.

Stepl:Intra-frame energy. Because of the noise and estimation error oftsj@g the logarithmic energy of MDCT
spectrum is calculated after a Mel filter to impeowobustness. Considering time-varying in actuaksp signals,
the calculation process as follows is based on &aate.

The square of MDCT coefficients in each two graswéone frame is now calculated. The correspondimeygy is
denoted byMDCT,? andMDCT,? as shown in (1).

2 2 2
MDCT * = MDCT * + MDCT;*

The mean value is calculated and the energy vedgthr576 elements is given, which is accord witlhuagnterval
distribution in frequency domain.

Step2:Méel triangle filtering. Human perceptual auditory increases linearly \viglquency in the range from OHz to
1000Hz, but they show a logarithmic relationshipewhfrequency is above 1000Hz. We define 16 filters
corresponding to the centre of Mel frequency taioedcomputational complexity.

The upper - lower limit of filtering frequency (deted byf, andfy) is mapped to the Mel frequency and the range is
determined in (2).

{B(fL) =1125In(1+ f, /700)

B(f, ) =In1+ f, /700) o

In this formula we define a method to map the ddreguency to the Mel frequency, wheBg represents the upper
bound of Mel domain anB, represents the lower.

BMeI = BH _BL (3)

Using (3) we arrive at a Mel central frequency lwiding Mel bandwidth By) into the number of filters equally
and mapping central frequency of filters to cormagting frequency linear sequences.

N __ B(f,)-B(f
FC(m) =—B™(B(f,)+mx (f.,) = B( L)),1s m<16
F. m+1
(4)
In (4) we defineB™(b) = 700€”?>- 1) as an inverse function Bfand modified by inclusion of a factor NfF in
order to map center frequency to frequency linegusnce.

HereFsis sampling rate and =576 equal the number of MDCT coefficients in egcdnule.

The triangle filter is a function that calculaté® tcomponent of frequency domain in range of Megjdiency and
multiplies the MDCT energy amplitude by correspamgdiactors. Transfer function of Mel filter is shown (5).
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k- FC(m-1)
H (k) = FC(m)-FC(m-1)
" FC(m+1) -k
FC(m+1) - FC(m)’

,FC(m-1)<k<sFC(mk<FC(m-21)or k>FC(m)

FC(m)<k< FC(m+1)
(5)

The factors ¥ (FC(m) - FC(m - 1)) and ¥ (FC(m + 1) - FC(m)) can be seen as the filtering factors arounderent
triangle filtering. These corresponding factors difeerent due to nonlinear bandwidth. Sequence bremof filters
is denoted byn.

See also the MDCT coefficient in Fig. 1, whéris corresponding to the coefficient ranging frono&75.

Step 3:Energy after filtering. The triangle filter in the last step has a fumctof frequency division; therefore it can
be used to process the energy coefficienStigpl. Given Noise Reduction, dynamic boundary of fesmy
spectrum and distribution of logarithmic energyctpem, the output of the filter banks is calculasesd(6).

575
X(m)=In(> MDCT?xH _ (k))0<m=<15
k=0 (6)

Wherem andk represent sequence number of filters BIRICT? (possibly are 0 over high frequency).

Step 4:Trandation to cepstrum by DCT. In order to assure the following decorrelationdifierent channels of
MDCT spectrum, we perform a DCT transform on thgpatiX(m) of filters.

Méel (n) = i X (m)xcod/n(m+ 05)/16]),0< n<15
m=0 (7)

A 15-dimension MDCT vector is acquired using (7)owéver it makes distinguishing difference of these
dimensions in content identification. In this papee select the whole vector except for the firgnelision
considering its much less information.

C. Hashing values extraction

The 15-dimension coefficient vector is extracteahirsingle frame of the speech signal as describesétion B.
Because of the real-time demand of speech signél computation complexity of extracting hashing ealu
frame-by-frame, the 10-dimension vector of everyffEines is divided into a sub-band. Only binaryusstges
translated from eigenvector of these sun-bandseta@med.

This method in (8) keeps robustness and unidinggtas well as reduces the data quantity. Form8)af¢rmally
defines the bits of the hashing string. The MDCe&ficient is denoted biylel(t, m), themth bit of the hasli in t
sub-bands is denoted bift, m) and the threshold is equal to zero.

H(t’m):{LMelc(t,m)zT

oO,Mel_(t,m)<T
(8)

Finally we get a hashing block consisting of théitrhashing string extracted from 10 subsequeméds(26ns per
frame) with the above algorithm. The minimum prigisof identification is 0.26in speech content and tampering
localization is achieved.

D. Hashing matching

Two derived threshold values denoted dyandz, (r1<t,) will determine whether two 3 second speech cps
similar or tampered, by compared to bit error rgi@8SR) of hashing values which are extracted frive above
clips. It will be declared either similar when BERbelow a certain threshotd, or tampered when BER is aboxe
BER between; andr, calls for a tampering localization detection.
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RESULTS

In this paper, we present a full procedure of penfince tests and their results. The database etkpdips in ou
experiment is shown in Table I.

Tablel: Speech Clips

Sampling Rate | Bit Depth | Channel | Bit Rate
44100Hz 16 bits mono 128kbgs

The experiments environment platform is Windows#®rafing system of Dell notebook, CPU is Inter C
i3-2450M, 2.4GHz and 2G memories, MATLAB R201

A. Robustness analysing
All of the 1000 MP3 speech clips are processedoligwfs. Each of them can preserve the perceptuatecd of
speech signals.

*Resample consisting of subsequent down and up sagnpl22.05 kHz and 44.10 kt
*Echo addition withattenuation of 609

*Increase the volume by 50%.

*Reduce the volume by 50%.

*Low-pass filtering using a fifth order Butterworth dittwith cu-off frequencies of 2 kH

Thereafter the hash values are extracted from theech clips which are processedth the first five
content-preserving operations.

The BER between the hash values is then determirteslresulting bit error rates are shown in Figwith same
perceptual content).

500

450
400 F e
350 H B
300 H -
250 H

200 B

100 1

50 R

Fig.2: BER in 500 clipswith same perceptual content

Here wearrive at a BER mostly below 0.3 from clips withrrsa content, which ensure the robustness o
proposed method. Robustness is related to thectedrperceptual features as well as the threstadice

Table Il lists the ratio of clips declared equsing different threshold values. (These clipssatgiected to differer
content-preserving operations).

Tablell: Passing Rate

Threshold | Volumedown | Volumeup | Echo | Resample | Low-passFilter
0.14 99.7% 77.6% 75.3%| 100% 12.4%
0.18 100% 93.5% 93.4% 100% 30.2%
0.22 100% 98.7% 97.9% 100% 58.4%
0.27 100% 99.8% 100% 100% 85.4%
0.30 100% 100% 100% 100% 90.8%
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Experimental results lead to the conclusion thatwie at an extremely high identification preacisi It also keeps
high robustness to operations of resample and v@hatiucing with a threshotd of 0.3.

B. Discrimination analysing
In this paper we measure the discrimination abifiy different speech contents with probability tdisution
because of the randomly variable BER.

Fig. 3 illustrates the comparison of the distribotof BERs and the normal distribution. It showattBERs has a
normal distribution approximately.

Mormal Probability Plot

Probahility

Fig. 3: Normal probabilityplot of BER among different speech content

The two contradictory parameters FRR and FAR candeel to measure the robustness and of abilityidisttion
respectively in proposed algorithm. In differenplgations it poses different emphases and FARslighktly higher
priority in our scheme to discriminate differendammpered clips.

Fig. 4 and Fig. 5 show the FRR-FAR curve of 500especlips which are randomly selected from speeatalzise.

The cross point in Fig. 4 is cause by the weak sbimss to low-pass filtering in the proposed methbue
experimental results of other content-preservegssing are shown in Fig. 5.

FRR__FAR

i} 01 02 03 0.4 0.5 0B 0.7
Threshald

Fig. 4: FRR-FAR Curvewith Low-passfiltering
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FRR__FAR
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Fig. 5: FRR-FAR Curvewithout L ow-passfiltering

It suggests that the proposed method is highly sbland able to discriminate between malicious aunte
replacements and content-preserving operationh,thét identification threshold valugof 0.30.

C. Performance analysing
The proposed method aims primarily at applicatiomscommunication terminals with limited resourc@he
efficiency of the algorithm can be measured withraie as (9).

M x15=11%ps
57€x10 (9)

In this paper 15-dimension hash string is extraétech 10 frames (lasts 26®) and leads to a low bit rate 1ds.
This experiment process works on the platform offMAB 2010b, using 100 speech clips. Each clip isosied at
a 128lbps bit rate and lastss4 Experimental results show that the efficiencynisreased by 5% compared with
other raw wideband algorithm, which affords reaidiapplications.

D. Tamper location
A 7s clip randomly selected and cropped with two cliger than 10 frames. Experimental results of cralis
tampering are shown in Fig. 6.

Original Speech

i i i i
0 50 100 150 200 250 300
Frame

Tampered Speech

i i i i
0 50 100 150 200 250 300
Frame

Fig.6: Tampering Detection and L ocation
Human speech rate is about 125 words of one miantk 480ns each word. The hash string in the proposed

algorithm is extracted from 10 frames with timeeivals of 26éns, which could be used to content tampering
detecting and locating for one or more partialiipspeech signals.
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CONCLUSION

In this paper we propose an identification algaenthfor integrity identification of speech content in
compressed-domain. This method is based on periepaishing algorithm and integrated with MFCC feady
which are translated from intermediate parametenennvdecoding, named MDCT coefficient. Hash values a
extracted from MFCC features based on raw widemagithods.

The experimental results show that the efficierscincreased by 5% compared with other raw widelzdgaorithms.
The robustness and ability of discrimination isoatsaintained. As the precision of 260ms, the predosiethod
could be used in real-time identification as wedl tampering detection and location. Based on tkedost of
storage and computation we believe that this metiasdgreat value in certain applications.
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