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ABSTRACT

Medical image fusion is an important task for the retrieval of complementary information from medical images
captured by different sensors. To improve the fusion effect, a new medical image fusion method is proposed with
wavelet framework. The major contribution of our method is the construction of shape measure using structure
tensor. The shape measure describes the amount of the structure information within a local region of the data and is
used as an index to devise weight function for averaging. We apply the proposed approach to the fusion of medical
images and the experimental results demonstrate the performance of the new method visually and quantitatively.
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INTRODUCTION

The goal of image fusion is to combine informatfoom two or more images of a scene into a singl@musite
image. In medical imaging, a positron emission tgraphy is a functional imaging system displaying tirain
activity without anatomical information while a nmmajic resonance images provides anatomical infoomaiut
without functional activity. Both CT and MR imagase needed to provide different kinds of detailalyCiused
images can provide information that sometimes chhambserved in the individual input images [1§eTresult of
medical image fusion is a new image which is marigable for human perception and diagnoses by dscto
Various image fusion algorithms, ranging from thenpest weighted averaging to complex multi-resolut
pyramid [2] and wavelet methods [3-5], or neuralwaek approach [6-10], have been proposed to cocis& new
image. But for medical image fusion, wavelet decositon is still an important tool. The processrtsteby
decomposing the source images into approximatimn-{tequency) and detail (high-frequency) sub-bamsdsthat
the features of each image are represented atafiffscales. Intelligent rules (e.g. choosing nae)then used to
fuse the corresponding wavelet coefficients anatera decomposed fused image, followed by an iewees/elet
transform to yield the final fused image. The DéterWavelet Transform (DWT) is widely used in imdgsion
since it captures the features of an image not atlyifferent resolutions, but also at differenteatations.
[4,5,11-13]. Some post-wavelet methods have also bsed to construct fused image [14].

In this paper, a new adaptive image fusion algoritiased on structure tensor is presented. It useghted sum of
structure tensors, which describe local geometiitfrmation with its eigen-values and eigenvectdos make
selection rules for image fusion within wavelet tiatgsolution framework. The fusion rules for bdohv frequency
and high frequency are based on adaptive technology

M edical image fusion with shape feature

Local Shape Feature Extraction and Description

Wavelet analysis has been proven to be an effi¢@oitfor a range of image processing, includingge fusion.
After wavelet decomposition, the approximation inf@ation is contained in low frequency sub-bandslevbetail

formation in high frequency sub-bands. Here wepatite structure tensor as our tool to extract sufdature. For
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simplicity, we just useu to denote the coefficients at pixel X, regardledsthe level number of wavelet
decomposition.

Given an imageu, the structure tensor is defined as:

1)

%:mﬂw:( U (X) tMM%MW_

u(x VX)) u3(X)

where T is the transposey, represents the first order partial derivativeswbfalong horizontal direction andi,

along vertical direction. When considering applyagertain weighted sum of neighbor element to ¢modginal
data, we can yield a smoothed structure tensor:

J ::(‘]11 JlZJ (2)
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where T is a smoothing operator. In corner dete€tjs defined as Gaussian convolution. See [15] fattzer
nonlinear structure tensor and its applicationotteer image processing tasks. we introduce a mffiieer to
construct new nonlinear structure tensor. The reailmeans (NLM) filtering argued that images camtapeated
structures and therefore averaging them will redinge random noise [16]. For a structure elemert,ddhe

filtered valuej; (X) , is computed as a weighted average of all thel pixhe image
(9= Y alX, )uMuv), i,j =1,2. ®
YOW

The family of weights a(X,Y) satisfies the usual condition9< w(X,Y)<| and Zw(X,Y) =1.
hqull
Neighborhood W, which also be named as search winodefined as a square window centered aroupiced

with a certain radiusr. The weights aXX, Y) , which describe the similarity of the two pixelaxd Y , are based
on the similarity between the neighborhoodls and N, of pixels X and Y respectively. These weights are

defined as

w(X,Y)= L gan, (4)
Z(Y)

where
_d(X,Y)

z()=>e " (5)

Jal
In weight function, h acts as a exponential decay control filter parameind d is a Gaussian weighted
Euclidian distance of all the pixels of each neigfiimod:

2
d(X,Y) =G, |v(N, =v(N,)|; (6)
where G, is a normalized Gaussian weighting function wighazmean andp standard deviation that penalizes

pixels far from the center of the neighborhood wvewwd

After smoothed by nonlocal means filter, we cancualate the structure tensor matrix’s two orthondrma
eigenvectors vl and/;, with v, parallel to

j11+ j22_ 2j11 .
VU~ 2D +40,7

()

Two eigen-values are given by
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Now we discuss the geometrical meaning of the eigdue and eigen-direction. The vecty| indicates the
orientation with the highest grey value fluctuaipwhile v, gives the preferred local orientation, the cohegen

direction. Further moret, andu, serve as descriptors of local structure. Structensor has been successfully

used in the field of image processing [15,17]. #Buhow, only a few literature can be found foimaage fusion. In
the next section, structure tensor will be adopoediesign a fusion rule within wavelet framework.

Reminding that the goal of measure is to desciilgeabundance of the details and structure, we elefishape
measure
s if 12T,
Rrrape =1 214° it 1< <oandp<T, (10)
2 dse 127)
(4= H2)

The definition of .. conveys the local geometrical feature. Note thatshape measure is an supplement to the
classical coherence measure defined as

wcoherence = (:ul - tu2)2 ' (11)

When considering a corner whose two eigen-valueg b large, or isotropic structures case charasdri
by 1, U, , two threshold T, and T, are used to estimate the local geometrical strectu

I mage fusion with shape feature

In multi-resolution wavelet fusion framework, evesgurce image is decomposed into its several nmestiution
levels. In every level four frequency sub-bands-w (LL), low-high (LH), high-low (HL) and high-igh (HH)

are obtained. Three sub-bands, including LH, HL Rl contain transform values that are fluctuatingund zero.
The coefficients in these sub-bands provide mugh fiiequency information, including edges and coynénd

they should be treated with a fine fusion rule. Ebrsub-bands, weighted average is performed ferstime level.
For LH, HL and HH sub-bands, coefficient combintan be performed by at least two alternatives:agiag and
selection.

The larger transform values in these bands correspm sharper brightness changes and thus to lieatsieatures
in the image such as edges, lines, and region lawi@sd Therefore, a good integration rule is theoske-max (CM)
scheme, which means just pick the coefficient whithlarger activity level and discard the otherotkrer combining
scheme is the weighted average (WA) scheme. Toidemshe link between the nearby pixel, a regiosdoh
gradient approach was proposed for image fusiorthisy method, the average gradient magnitudes r&fgan,

instead of a sole gradient magnitudes of a sindel,pis adopted to construct weight function feeeaging. The
new coefficients are obtained by the weighted stithe@region information of the source images.

To preserve more details for fused image, selectida should be chosen with good feature descripibe
eigen-value of linear structure tensor conveysllsbape information, which provides clues for fusiole design.
The fused coefficientsu(C) can be obtained as the weighted average of twocedmage wavelet coefficients

u(A) and u(B):
u(C) = w, u(A) + aw, Cu(B). (12)

where w, and @), are weights. As weighted coefficients), and @), are positive andc), +a, =1 . For
low frequency sub-band, we use local energy ofigrddLEOG) to calculatec, and @), :
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_ LEOG(A) 13)
" LETG(A) + LEOG(B)

_ LEOG(B) 14
LETG(A) + LEOG(B)

where LEOG describes the local gradient energy, which canidatiee lost of contrast. For high frequency
sub-bands, the weights can be yielded by

A — ¢shape (A) . ( 1 5)
¢shape (A) + wshape( B)
- ¢shape ( B) 16
b P * Be(B) e

where ¢{A) is the shape measure defined as (10) for sourager® and ¢(B) for source imageB .

RESULTS

We have carried out some experiments on medicaj@sd@o see the performance of the proposed fusioanse
guantitatively and visually. To do a quantitativengparison, Energy of image gradient (EOG) is adbpie
performance measure for the purpose of comparimgpsihg max (CM), weighted average (WA) and choosing
gradient max(CGM) fusion scheme. For visual conguan$, fine details of the fused image will be shavithh two
parts of fused images zoomed, through which wecoampare the differences between various methodsurtests,
the same level of decomposition and the same walaés function were used for the four methoddclwimplies

the differences between the fusion results lihat bf the feature extraction. For the same reaserselect 'db3'’
wavelet for three methods in our setting.

(e) Our scheme
Fig.1: Fusion of Medical I mages
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Figure 1 demonstrates the fusion results of meltiser medical images. Two medical source images, IOICT
image and the other is MRI image, come exactly ftbensame brain area. The fusion results by thekernses are
shown in Fig.1.(c)- Fig.1. (e). Though in standachlocal mean filter, the search window can bewthele image,
it may be time consuming. Therefore, the searcldainwe set is a 2411 region and the similar window is<77.
Compared to the AW scheme, the proposed approactupes a better contrast and more details. Indbeltrby
CGM, some details are enhanced while some artifsrisbe found near edges. Two parts of the fusegeéswith
different methods, which are featured with blue$irand red lines in original fused images, are shiowig.2 and
Fig.3. As shown in Fig.2, It can be observed thatédge in AW is blurred. The propose scheme anidll Gfatects
edges and more details. However, our scheme preduosore smoothing effect for homogenous regiorkidn3,
we can observe that the contrast in AW is low aadck edges seems be blurred. The fused image of §lekis
some ghost in the left part of the image. In tdblthe data of EOG are presented.

i

(a) WA scheme (b) CGM scheme

(c) Our scheme

Fig.2: Center Part of the Fusion Results

A

(a) WA scheme (b) CGM scheme

(c) Our scheme

Fig.3: Right Part of the Fusion Results

Tab.1: Comparison of The EOG Data

WA CGM Qur Scheme
CT/MR 3.6763 5.7283 5.8362
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CONCLUSION

A new image fusion algorithm based on local strieeia presented within wavelet framework. The striecfeature

is conveyed by the eigen-values of structure ten&arew index is defined and used to constructofusule. The
proposed method preserves fine details of medivalges and produces a more smoothing homogenoumregi
Experimental results on real medical images dematesthe performance of the proposed method.
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