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ABSTRACT

Radial Basis Function Neural Network ¢ RBF) iswidely used now; it can solve the following problems: the small
sample, nonlinear, dimension and local minima. Firstly, this paper briefly introduces the basic principles of RBF,
and then comprehensively accounts the RBF domestic and overseas study status, discusses the advantages and
disadvantages of various methods, and compares the explanation, finally analyzes the existing problems and the
development trend in the future.
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INTRODUCTION

RBF is a commonly used three layer feed forwardralenetwork. Compared with BP network, RBF netwark
only has a physiological basis, but also the stingcts simpler, the learning speed is faster. ttary has solid
theoretical basis, a concise mathematical form eugitive geometric, but also can solve the smalinple,
nonlinear, dimension and local minima, so it iselydused in the practice[1-4]. It is a very effeetmultilayer feed
forward network after the multilayer perceptron.

At present, according to the characteristics ofalagiasis function neural network proposed manytigms, this
paper comprehensively describes the algorithm,yasealthe existing problems and the prospect of Idpueent
trend.

THE PRINCIPLE OF RADIAL BASISFUNCTION NEURAL NETWORK

RBF neural network is a feed-forward neural netwgdnerally divided into three layers of structufehe output
layer only has one node, consider as shown in Bigusf multi input single output of 3 layer RBF wetk design,
the hidden layer radial basis function of Gaussila@ structure can be easily extended to multiautpde.

The number and location of network hidden centiaces the performance of radial basis function wekwthe core

problem of RBF network RBF network learning is &tetmine the number of basis functions, the cergetor and
its shape.
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input layer hidden layer output layer

Fig.1 Sructure of the RBF Neural Networks

Figure 1 is a RBF m-n-1 network structure, netwaith M input, n hidden nodes, and 1 output.

Assuming the base width parameters are identicdllemown value, then the output of RBF network modael
shown in formula (1).
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Inthe X=[X, X,,-++,X_]" input vector for the networkd is the i connection weights of hidden nodes to the

output, G =[C,;,C,;,"+*,C ]" as the data center vector of hidden layer of theadial basis function,0 base

mj

width parameter function”[n] is the Euclidean norm.

The output layer RBF network is linear neuronsthie network hidden center vect@ and base width parameter

L is determined, using simple linear learning altioni can derive the output weights aﬂ network. So the key
to set up RBF network model is to determine theapeters of hidden center vector, base width paemetnd
number of nodes, or to find the parameEr={C,,,0,n} .

COMMON LEARNING ALGORITHM OF RADIAL BASISFUNCTION NEURAL NETWORK
By formula(1) shows, given training samples, leagnalgorithm of RBF network should address theofsihg
issues: (1) structure design, that is how to ddateerthe number of hidden nodes of network; (2edeine the

hidden center vector C  and the base width parametg? of radial basis function; (3)output weight corient In

general, if known network hidden nodes, data ceamerpropagation constant, RBF net from the inpihé output
is a linear equation group, the weights learning use the least squares method. Therefore, this toesolve is the
first two problems.

According to the method of choosing the data cettterdesign method of the RBF network can be divimto two
categories.

(1)Selected the data center from the sample input

This kind of method is relatively easy to implemeand determine the number of hidden nodes in taight
learning, and to ensure that the learning erréeds than a given value. Algorithm of selecting dia¢a center in the
sample input, typical methods of the OLS algoriti®QLS algorithm, ROLS+D-opt algorithm. These method
data center will no longer change, and the numbérsidden nodes have been identified in the begimnbr
dynamic adjustment in the network learning process.

(2)Regulation method of dynamic data center
Data center in this method is dynamically adjustadng the learning process, such as a varietyustering, the
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most commonly used with K- clustering, C- clustgrittohonen clustering method, gradient descent odetind
RAN. Clustering method is a heuristic algorithm g@ss, not through optimization of an objective fiort are
derived, which are very sensitive to the selectibrthe initial value. Advantages of clustering nwths able to
determine propagation constants of the hidden nedesrding to the distance to each cluster cedifiect is
identified in the data center uses the informatibmput samples and did not use the output inféionaso that not
only affects the pattern classification of netwedpacity, but also restrict the regression abditynetwork, at the
same time clustering method is unable to deterthieeaumber of clustering.

A COMPREHENSIVE DESCRIPTION OF THE LEARNING METHOD FOR RADIAL BASISFUNCTION
NEURAL NETWORK

To realize RBF network has unique advantages atehpial application prospects, in recent years nsahplars to
study based on network structure design of radf@eared more abundant research results. Platbggd@ growth
oriented resource allocation for RBF network madResource Allocation Network, RAN). In RAN, can aoding
to the different processing objects increase ndtwatden layer neuron number, and deal with comdenes [5].
But in its operation, the network structure is metluced, making the network redundancy, the netvazide
becomes large. Lu in Platt is proposed based orrgbearch of RAN, designed a minimum resource mitwo
(Minimal Resource Allocation Network, MRAN ),MRANvaids the drawbacks of RAN, network hidden layer
neurons can increase and decrease, so as to t¢héamppropriate network structure [6]. But in thegess of
designing MRAN is not on the parameters of struadtadjustment adjustment [7], the speed of convergés slow.
Esposito proposed a growth of RBF neural netwodor@hm, by training the network hidden layer nexgdo
adjust, but affected by the initial value of thg lmay make the performance of the network is tadils, easy to fall
into local optimum; Gonzalez using genetic algantto adjust the structure of RBF, but the calcalatand the
algorithm is difficult[8]; Guo proposed a combiratiof genetic algorithm and the hybrid learningoaidpm ( HLA )
in two steps of the RBF network design, the hiddede centers and the base width parameter GA Higori
primaries in training samples in optimal use firand then use HLA to adjust these parameters, ghrou
experimental verification, RBF network show that timethod designed to effectively, structure offthhias good
properties of [9]; Fu proposed an RBF neural nekvadgorithm for deletion type, in the training df gne samples,
then cut the hidden layer of network, this methedimited in use, not suitable for real time systgf]; Huang
RBF neural network is presented a growth pruningety Generalized Growing and Pruning RBF, GGAP-RBF
were calculated to determine the increase or dsereé& neurons in the hidden layer through the itemme of
hidden layer neurons, but need to consult the dv&mple data, and then set the initial valuethefnetwork, so it
is not suitable for online learning[11]. Feng optiation of the structure of RBF neural network, tige of
evolutionary computation in the particle swarm ojitiation algorithm, in the process of optimizatitime particle
swarm algorithm requires a global search, whichesake calculation complexity and computationaktivariable
length [12]. Guerra proposed a learning algoritfrRBF networks, Adjust the Gauss RBF hidden layecfion of
this method by clustering center vector, and oimthe network center and base width parametesiog the PSO
method, calculating the network output weights gdtenrose-Moore pseudo inverse method[13]. Liapgsed a
self-organizing RBF neural network (Self-OrganiziiRBF, SORBF), by calculating the network approxiora
error to design a self-organizing network strucfi4. But they did not consider the connectiongt®s within the
network and set the parameters in the structurah@és, the total training time is too long. Huamgppsed a
recursive orthogonal least squares algorithm (ROLSAd particle swarm forward RBF neural network
optimization algorithm (MVHC-ROLS-PSO ) [15], thigarithm parameter setting is more complex. Chappsed
an optimization algorithm of orthogonal selecticased on (OFS) RBF neural network structure, toshidhe RBF
neural network using Leave-One-Out, determine thvork structure [16]. But the use of the globahrsé
algorithm reduces the overall learning speed. Qiadei, Han Honggui put forward a kind of dynamgatimization
design method, used to solve the structure dedigadial basis function neural network problems #ensitivity
method ( Sensitivity, Analysis, SA ) analysis o€ ttmpact of the output weights of radial basis fiorc neural
network of neurons in the hidden layer to the outgdithe neural network, the decision to add oetiethe hidden
layer of network in neurons, it is confirmed thia¢ RBF neural network structure is too large ordowll problem,
and prove its convergence; RBF network precisiorusipng gradient descent parameter correction dlgorithe
neural network structure and parameter self-tufili’g. Two years later, Han Honggui, Qiao Junfei fuutvard the
design method of neural network structure based®BFR information strength, the elastic design thecttre of
RBF neural network, the output information hiddaydr neurons using radial basis function neural/oed and the
analysis of the connection strength network hididgrer and output layer neuron interaction informatbetween
neurons, delete or add network hidden layer neurainghe same time, adjust the network topologycstire, to
solve the structure of RBF neural network desigobfams[18]. In a typical non-linear function appiroation,
modeling of key water quality parameters in wastewteatment process, the result proves its ctimess. The hot
issue in recent years is still the optimizing RBfiral network structure and the adjustment of thectire of RBF
network.
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In the RBF network learning method, proposed byrCethogonal Least Squares is a common RBF network
design method, this method is based on the err@ @gorithm derived from the drop rate index, adoay to each

of the orthogonal vector decline rate of contribntio the size of the error, according to the omfeselection for
the center vector network, automatically avoids arioal the ill posed problem caused by random selecenter
[19]. Many scholars have conducted further studyl996 Chen proposed Regularized Orthogonal Legqisar8s
RBF network design method, the orthogonal forwagression and regularization method, through thgesian
method to generate the regularization coefficianpid network over fitting in a sample of noiseaato as to
improve the generalization ability of network [20f 2001 Hong and Harris OLS algorithm and A-Optitya
Design combination, the regression model selectimthods, the method is introduced into the comeositst
function, by using the approximation capability@ES optimization method, the improved model perfance of

A- optimal design, simulation results show thag BF network design with the conventional OLS rodthas
better performance ; based on the same principle2002 Hong and Harris proposed OLS algorithm and
D-Optimality Experimental Design combination seleat method based on regression model. Optimal
approximation ability model in the use of the OL8thod at the same time, the design matrix by Dinwdtdesign

to maximize the selected sub model to improve tlelehrobust performance of [21]; the 2003 Chen, gdand
Harris combined with ROLS algorithm and D- optineaperiment design method, by introducing D- optiedts

to the price function, automatic design of RBF ratustructure frugal at the same time, improve ghgormance

of regression model selection, improve the parameteust regression model[22]; In 2003, Hong usadyaificant
regression factor optimization method put forwardression and Predicted REsidual Sums of Squatstiss, the
characteristic of this method is that: in the ptiothe orthogonalization process framework, calitoh of PRESS
value to reduce the amount of calculation, econammodel structure, Gou Jianyong has good genataliz
performance model[23]; Hong systematic review thkaels of learning methods, ROLS combined with A-op
method, ROLS combined with D-opt method, ROLS aRE&EBS statistics method, the three methods are saten

to the OLS method or the ROLS method, which canrawg the computational efficiency also can impraoke
performance of the regression models[24]. Due ¢éostihucture characteristics of RBF network andrthdtilayer
perceptron is different, the key RBF network desgthe hidden layer centers position selectiom, selection of
network center position can be attributed to tHecsi®mn problem in linear regression model of tleaitnon, so the
methods can be effectively applied to the desigRBF network.

CONCLUSION

A key problem in RBF network design is the desigeeta the accuracy requirements of the minimum tirecof
neural network, in order to ensure the generabmatibility of the network. In recent years, theattyeand
application of RBF algorithm has made consideratgress, but in the process a large number ofitgidata in
the practical application, there are still problesush as computing speed and storage capacity.tiéthontinuous
development and improvement of the theory, RBFatigon recognition, regression analysis, technglamgdicine
and other fields of biological information, will ghe more extensive application.
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