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ABSTRACT

Data mining, which aims at extracting interestimjoirmation from large collections of data, has beddely used
as an effective decision making tool. This papekérthrough traditional therapeutic evaluation mathwith only
by individual experience and proposed an interactiata mining framework, by which therapeutic eatibn will

be automatically implement to maximize the adaptaeacity of data mining. During the processingsaies of
data mining algorithms be applying and domain ekpeay affect the mining behavior as a object faxi@and how
they affects the behavior is also discussed. Tlpergrent results demonstrate that the proposed reesef
algorithms enable the Therapeutic Evaluation systefmust and efficient. It is also observed that mald
application of the model in therapeutic evaluatioffers the advantages of data mining and thereniemerging
need for mining medical application with data mupikechniques.
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INTRODUCTION

Clinic Syndrome Differentiation and Therapeutic Ewion is the fundamental for surviving and depatent in
Chinese Medicine. For example, every year many lpeage affected by pneumonia, and some of themidis.
important that pneumonia disease is diagnosed eadyaccurately, especially for some heart disEh$3. The
traditional clinical diagnosis and therapeutic eation of pneumonia are in the manner of recordamgl
summarizing the alleviate of symptoms with subjagtiand libitum or by manually operating some datelysis
tools, e.g. SPSS. However, this is a labor intenpiocess, and the comparison is very difficubecexhaustive and
it is very difficult to apply to high level intertions.

Data mining is an important technology and a loh@fel methods dealing with large data sets fded#ht domains
have been proposed in the recent years. There amg publications in data mining, but very few oétin focus on
applications on medical data. The following are sgrossible limitations: 1) Understandability of uks.
Although data mining can help reveal patterns @tationships [4], it does not tell the user thengigance of these
patterns. Much effort is necessary for domain etspierturn the results to practical use; 2)  Amouaf results.
Some results by many data mining method are oftenamageable. For example analytical specialistsl thee
analysis and interpret the output. However, it uteimpossible for domain experts to review a hagenber of
rules; 3) Interestingness measure. In medical egiphns, we not only want to see mined patternsritatesting for
medical domain. Hence this requires a special neasnt [5] of interestingness. This paper brokeugh
traditional research method of therapeutic evabmasiystem. The main contributions of this papersamemarized
as follows:

(1) We define the interesting measure based orstitathethod, reducing the unimportant rules andingirthe

interesting rules in medical application. Whilel alles used by our method were discovered andiatdd by
domain experts.
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(2) We proposed two new patterns: important patgchcommon pattern based the interesting measure.

(3) We propose a new clustering model, namely s$telt) which take into consideration the fact thatbautes with
strong correlation do not have to bespatially clvseorrelated subspace. t-cluster capture not tmycoherent
patterns but also the time-shifting coherent paster

(4) Utilizing the important pattern and common pattdiscovered to perform a causal analysis of dicakdata set,
which are more clear than association rules. Froenviewpoint of biomedical researcher, it is mouéable to
analysis the medical data set.

The rest of this paper is organized as follow: ®ac® introduces the global framework of CMDM ané aiso
describe the key approach of CMDM. Finally, we dade with a summary of our results and directiamsffiture
research in Section 3.

THE CMDM FRAMEWORK

We propose an interactive framework which considetsractive factors during data mining procesguFé 1
shows the system architecture of the interactita daning framework based on Chinese Medicine. &lage there
steps in our CMDM framework: Precessing, Syndromiéefentiation and Therapeutic Evaluation. In the
framework, we obtain the Syndrome Differentiatiorstem of objective by implementing an adaptive teting
algorithm and medical interesting pattern miningogithm. The two steps mentioned above are prenfisiee last
step which is the key step, therapeutic evaluatiar. further processing therapeutic evaluation,d@signed the
temporal association rules for mining time-shiftpagterns, exception detection and other technitpuassistant the
decision support system for medical diagnosis appbns. Limited by space, we only summarize theénma
algorithms below [6-9].
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Figl. The Chinese Medicine Data Mining Framework based on pediatrics Pneumonia

I nteresting Measure

Although the previous methods for mining assocratioles prove successful somewhat, they ignorergroitant

bio-interesting pattern implicit in time series e data [6, 10]. i.e. shifting pattern. For exdey@ and B denotes
patterns, if pattern A and B have the same '‘ORugdh the same phenotype disease, and pattern pattern B

show the similar rising and falling patterns buthwa successive time-lag, like astA B 1, or A|— B |. We say

pattern A is more important then pattern B sincés Ahe ancestor, the weight cogient of A is higher then B.
However, the temporal relationship which is impottéor medical researcher between items ignoregbreyious

work. In this study, our focus is to apply a newasee called Odd Ratio('OR’), The Odd Ratio evaduae relative
likelihood of pattern P occurring in different plodypes. That is say, it estimate the correlatiooualthe pattern
with the disease. The OR value lies in the rangH.[@ pattern’OR for specific Tk is defined as:
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Supd RJ ) Suger B- ,J
Sup~ FU ) Supp B+ ,J

OR(P- T)=

Where, Supp is abbreviation of Support. Supp(R) denote the support of pattern P and Tk emergimgiltaneity,
Supp(PJ-TK)=Supp(P)-Supp(BPTK), Supp(-RITK)=Supp(Tk)-Supp(R TK), and Supp(-R -
Tk)=1-Supp(P )-Supp(Tk)+Supp(F k).

I nteresting Association Rules Mining

Association Rule (AR) Mining is one of the fundartsmata mining tasks and has been widely accdpteiwide
range of application because of the simplicityhef problem statement and the effectiveness of pgulny support.
However, an intrinsic problem of mining associatiates is that a prohibitively large number of sutsn be easily
generated not all of the rules are interesting. [ahge size of the mining result makes further gsialvery difficult,
especially for a special domain. Hence it is importto select the right measure for a given apgdiocadomain.
Utilizing the appropriate measure, some unintemgstule will be prune efficiently. In medical apgdtions, the
important patterns usually exist in every typestlid diseases. interesting rule discovery uncovelss rthat
maximize an interestingness measure, because itpoame some uninteresting itemsets. So, interestirig
discovery is significantly more efficient than asistion rule discovery. We can draw a conclusioat thur
algorithm(IR) only generate the maximal interestinfgs which reduce the redundant rules dramayicdibws in
Figure 3. In Figure 4, we compute the pattern’ORued7, 10] in different phenotypes. We clearly $kat each
pattern’OR value is different in different pheno#gp which illuminate the different signification thie same pattern
in di* erent outcome phenotypes and the irtgotce of interesting measure.

Algorithm 1 Interesting Association Rules algorithm(lAR)
Input: Data set D, minimum Suppdit

Output: Pattern sets R

:SetR =p

: Count support of 1-patterns in every phenotype

: Generate 1-pattern set

: Count supports of 1-pattern irfféirent phenotype

: Select 1-pattern respectively and add them to R
: new pattern set- Generate(2-pattern set)

7: while new pattern set is not emptg

8: Count Supp(P ) of candidates in new pattern set
9: For each pattern P in (I+1)-pattern set

10:1F Supp(P- T)<vy

11: remove pattern S;

12: Else if there is a sub pattern P’ in |-pattsen

13: Supp(P’)= Supp(P) or

14: Supp(P’,=H)=Supp(P,— 1)

15: Then remove pattern P;

16: Count the OR value;

17: Select IAR to R;

18:ENDIF

19: endwhile

20: new pattern set- Generate(next level pattern sets)
21: Return R;

OO A WNBE

The algorithm 1 discuss the support-based prunigig@R-based pruning. Existing algorithms to findirgeresting
rule sets are to post-prune an association rulbugehis may be very inefficient when the minimsuopport is low
and it will be generate a mount of redundancy tulag IAR algorithm makes use of the interestingnesasure
property to efficiently prune uninteresting ruleslssave only the maximal interesting rules instefadll ones, and
this distinguishes it from an association rule mgnalgorithm [11-13].

Tendency-based Clustering Algorithm

Clustering analysis of medical data is a key stepunderstanding how the activity of symptom variksing

biological processes and is affected by diseasesséand environment. Traditional clustering [8aRjorithms work
in the full dimensional space, which consider tladug of each point in all the dimensions and trygtoup the
similar points together. Biclustering [10, 11], hewer, does not have such a strict requiremenbrifespoints are
similar in several dimensions (a subspace), thdlyhei clustered together in that subspace. Thigeiy useful,

especially for clustering in a high dimensional @pavhere often only some dimensions are meanirigfubome

subset of points.
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In this paper, we proposed the pattern-based bésing algorithm TC-cluster, which take into coresiation the fact
that attributes with strong correlation do not havebe spatially close in correlated subspace. Aftitipn the
original dataset into two experiment dataset alidat dataset, By a series experiments, we draanalusion that
our TC-cluster is efficient in Figure 2. Where, mimesents minimal time points; ming presents matipatterns.

Algorithm 2 T-cluster algorithm

Input: Data SeD, J, min, ming

Output: maximal T-Clusters

M« 0O; 1=1;

: Create initial T-tree for 1-layer with heightT2,

if mine= 2then

: Insert those ininto M as maximal T-clusters if they satisfy thenddions
cend if

: Call DFS(T,, If)

: Insert those iffjinto M as maximal T-clusters if they satisfy thenddions;
: Return M;

Procedure: DFS(T}, ly)

1: for the leftmost layek; do

2: brancHsto I’

3:if the result o’ ¢ is maximal then

4: outputitto M

5:end if

6: DFS({, Iy

7:end for

O~N O OTDWN P

The t-Cluster algorithm has two main steps: (1) sbartt initial T-tree. The coherent-tendency infation and
preliminary t-clusters of all 1-leyer are preseniadthis step; (2) Develop initial T-tree recurdiveo find all

maximal t-Clusters. Unlike the previous algorithmg take a "first breadth-first and last depthtfirsearching
strategy, which make the algorithm more efficiéfhere, the task of mining is to find all maximalltisters, and all
the given thresholds. mint: minimal time pointsngii minimal patterns.

EXPERIMENTAL SECTION

The interactive data mining framework was suppgrhational nature science fund. All the pneumordtadn this
paper come from eight hospital institutions. Theadset contains 20000 cases, where belong to feretit
pneumonia. Patients are described by 112 attripbtésot all the attributes are useful to miniBgme information
including age, sex, household address, telephombauare excluded during the preprocessing.

In figure 2, we compute the pattern’OR value irfatiént phenotypes. We clearly see that each paitBrralue is
different in different phenotypes, for example,tpat HF'OR value is great differentation in diffategphenotype,
HF is important pattern in phenotypel but not ireqdtype 3, which illuminate the different signifiicam of the
same pattern in different outcome phenotypes amihtportance of interesting measure.

4 2
Phenotypel
) P 18 r —e—SB
16
g 14 gLe
g 1.2 - —a— MTP
1L
% 08 | —m— WGF
0.6 - —x— WP
04
0.2t
TFW RT HF FN SPP LF 0 ‘ ‘ ‘ ‘
Pattern 1 2 3 4 5
Fig. 2: OR value of pattern vs. phenotypes Fig. 3: 5 characterstaken from t-Cluster 8
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We nd a group of similar tendency characters fratuster 8. Obviously, not any pair of the 5 gesksws similar
pattern under the same time sequence, but anyspaivs the general similarity. So our t-cluster gt can
successfully identify this similar tendency pattern

Figure 4 (a) compare the runtime of rules with thiferent support(range from 0.01 to 0.07) withfeliént
algorithms(AR, closed AR and IAR). Figure 4 (b) qmare the runtime of rules with the same suppordiffgrent
layer-th. We can see that IAR algorithm always coms the least time, because it prune the redumdbes in each
level.

Further, Our goal is to identify the differentiatiearacters from multiple pneumonia phenotypes. &¢he support
as 0.01. It returned 6 phenotypes and corresporchiagacters. The following are three important espntative
patterns and two common patterns for phenotype Tk.

Important Pattern: OR=18.52, Significance tg&t= 6.24, P<0.05,
High Fever = 38.50€400C

Cough = "frequency”

Moist Rales = "short”

it illuminate the pattern is relevant to phenotiffke

Common Pattern: OR=1.102 Significance test:

Fever = 36.50C- 370C

Moist Rales = "normal”

Limited by space, we don't list all the experimessgults.
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Fig. 5: Causal analysis graph of multiple phenotype pneumonia

With this causal graph(Figure 5), we can verifyttiifferent phenotypes are independent or condifign
independent. The representative edges form a gviphhree type of edges:

1. Directed edges—$) indicating a cause-effect relationship. It me#mes pattern would be the vital information
pattern.
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2. Bidirected edges{—) indicating the two patterns are appearance tegelthmeans one pattern’s appearance go
with another pattern’s appearance together.

3. Directed edges with a small circle at its tai) also indicate a cause-effect. It means the patez common
cause for more than two phenotypes. It will notheehighest important pattern.

4. Edge with circles at both ends (0-o0) indicatg #ither could be causing the other. It meangpétirn would be
the protect pattern.

CONCLUSION

This paper broke through traditional therapeutialeation method with only by individual experierared proposed
an interactive data mining framework, by which #pmmutic evaluation will be automatically implemeot
maximize the adaptive capacity of data mining. ERperiment results demonstrate that the propossgtias of
algorithms enable the Therapeutic Evaluation systebust and efficient. It is also observed that iceld
application of the model in therapeutic evaluatadfers the advantages of data mining and therenisraerging
need for mining medical application with data mgiechniques.
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