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ABSTRACT

Defect is one of the important factors resulting in gearbox of wind turbine, so it is significant to study the technology
of defect diagnosis for gearbox. Class imbalance problem is encountered in the fault diagnosis, which causes
serioudly negative effect on the performance of classifiers that assume a balanced distribution of classes. Though it
is critical, few previous works paid attention to this class imbalance problem in the fault diagnosis of gearbox. In
imbalanced problems, some features are redundant and even irrelevant. These features will hurt the generalization
performance of learning machines. Here we propose PSO (Particle Svarm Optimization based feature selection for
Easy Ensemble) to solve the class imbalanced problem in the fault diagnosis of gear. Experimental results on UCI
data sets and gearbox data set show that PSOEE improves the classification performance and prediction ability on
the imbalanced dataset.

Key words: Particle Swarm Optimization; wind turbine gearbdault diagnosis; imbalanced data; ensemble
learning

INTRODUCTION

Wind turbine running long in harsh natural envir@mnhoutdoor, the failure rate is higher than thfatanventional
generators. According to incomplete statisticgprasent average availability of wind turbine in &his generally
lower than 95%[1], in addition to wind power accegstem does not have the conditions, high faitate of wind
turbine is one of the main factors, these factedstd the wind turbine maintenance costs becommtie operation
cost of wind farms, according to the wind powert @t years during the whole life cycle cost averegleulation,
wind turbine maintenance costs about 1.2 €/kWhi{2¢refore reduce maintenance cost is an importayt o
improve the operating efficiency of the wind farm.

The gear box is the key components of wind turbifiee high failure rate of gear box is in each & thain
components of the wind turbine. According to thatistics of failure [3] on the main components loé twind
turbine of the UK renewable energy center, the gearis the highest rate of components; failure tets more than
60%.[4] Because of the wind turbine installed e ttens of meters high tower, repairing gear boxesy
inconvenient. Therefore, for reducing the mainteeacost, to strengthen the monitoring and faulgniisis of the
gear box of wind turbine in wind farm, has impottaignificance in improving the economic benefitvafid farm
operation.

Gear box fault diagnosis, fault location is to deti@e the fault nature, and to determine the extdéifdilure, due to
complex neural network with multi-mode and with #esociation, inference and memory function, wiicrecent
years attracted a Diagnosis extensive researchfid. only drawback is in the field of fault diagrgsheural
networks practical constraints the main factorhis lack of large representative sample of trainBgcause the
number of equipment failure, after all, is limitbg the rate of accumulation of such data, it ididift to train
"highly skilled" neural networks. The good newslie emergence of support vector-based theory ofadl sample
of the neural network learning is possible. In shitre gear fault diagnostic techniques and conteary fusion of
cutting-edge science is the gear fault diagnositirtelogy development, diagnostic technology becomese
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intelligent. However, the fault diagnosis of theasered sample data sets, and more balanced sashjdenst the
fault of the relatively small number of samples.wHim use this data sample is not balanced bettveirdiagnosis,
fault diagnosis is an urgent problem. With the pgiee application, researchers have pointed ottthieadata does
not bring balance to the classification of learnififficulties and challenges, foremost of whichsignificantly
lower performance of classifiers.

The class imbalance problem is one of the relatinelw problems that emerged when machine learniatined
from an embryonic science to an applied technolagyly used in the worlds of business, industry seidntific
research. Although practitioners might already hiawewn about this problem early, it made its aparee in the
machine learning data mining research circles alaodiecade ago[6]. Its importance grew as more aotk m
researchers realized that their data sets werelamtd and that this imbalance caused suboptiragkification
performance. The class imbalance problem typiaadiyurs when, in a classification problem, thereraa@y more
instances of some classes than others[7]. In sasbs¢ standard classifiers tend to be overwhelmetiebjarge
classes and ignore the small ones. In practicdicgbions, the ratio of the small to the large skscan be drastic
such as 1to 100, 1 to 1,000, or 1 to 10,000 (antkimes even more).

Nowadays, ensemble learning is becoming a hot twpihie machine learning and bioinformatics comriasj
which has been widely used to improve the genextidim performance of single learning machines[&r F
ensemble learning, a good ensemble is one whosédudls are both accurate and make their errordiffarent
parts of the input space [9]. The most popular w@$hfor ensembles creation are Bagging and Boo§tidlg The
effectiveness of such methods comes primarily ftbendiversity caused by re-sampling the training Bandom
forest was also. Feature selection is used to pedifferent subsets for different learning mackine

Although the imbalanced data sets that classifegfgpmance degradation, but feature selection ogradve the

performance of classifier. Feature selection refershe concentration from the original featureesgbn makes
some evaluation criteria of optimal feature sublstpurpose is according to some criterion setefdature subset
minimal; effect makes tasks such as classificatiegression and feature selection before reachapgoaimate

even better. By means of feature selection, feance some irrelevant or redundant task is delatedsimplified

data sets will obtain more precise model, easientterstand.

Some research works in machine learning commursitylieen made in classification problem on imbalkhmtzta
sets, which by Professor Zhou Zhihua, who propdsasiyEnsemble classifier, achieved better resuéts tither
methods [10]. In basis of EasyEnsemble classif@éature selection used for classification problemsmbalanced
data sets, we proposed based on PSO Particle Sptimization (PSO) algorithm feature selection Eassemble
PSOEE (PSO based feature selection for EasyEnspmble

The rest of this paper as follows: Part Il brigfifroduces the EasyEnsemble classifier, and theorites in detail
the algorithm based on Particle Swarm Optimizatiased feature selection for EasyEnsemble PSOERhitie
section describes the algorithm used to test thé d#fa sets and experimental settings; fourth pegr fault
diagnosis carried out on experimental data segsfifh part of the text are summarized.

COMPUTATIONAL METHODS

The EasyEnsemble classifier is an under-sampliggrighm, which independently samples several sgbfem
negative examples and one classifier is built mhesubset. All generated classifiers are then awedtfor the final
decision by using Adaboost [10].

The pseudo-code of EasyEnsemble is rewritten Algiorithm 1.

Algorithm 1 The EasyEnsemble algorithm

Input: Training data set, Number of individualk
Output Ensemble modelN

1. Begin
2. for k=1:T

3. Generate a training subsse’tk from negative training sgf by using the Bootstrap sampling technique, the sfz Tk s the same with
+
that ofSr
o N, - S.US/ . . - h; .
4. Train the individual model on the training subset’ " by using AdaBoost with weak classifiers™’ and corresponding

a.
weights <1
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nk

N, (x) = Sgn[z ak,jhk,j (x)- gkj
j=1

5. End for

6. Ensemble the obtained modeM like

N (x) = Sgn[ZT ik a ihg (X)_ZT Hk]

k=1 j= k=1

7. End

Particle Swarm Optimization based feature selediiorEasyEnsemble,Feature selection refers to pitksome of
the most effective feature dimension in order wuce the feature space from the original featurgh ldimensional
data contains many redundant features, even thse mbiaracteristics; the existence of these featuilesot only
greatly increase the training time and computaticnanplexity of the algorithm, and may decreaseabeuracy of
classification. Therefore, feature selection inhhjmensional data can be effective in removinglévant and
redundant features so as to improve the effici@idhe learning algorithm to reduce the computatiaomplexity
[11].

Particle swarm optimization algorithm is origina#jtributed to Kennedy and Eberhart in 1995[12ftiple swarm
optimization (PSO) is a computational method thattroizes a problem by iteratively trying to improgecandidate
solution with regard to a given measure of quaR$O optimizes a problem by having a populatiocasfdidate
solutions, here dubbed particles, and moving themeicles around in the search-space accordinginple

mathematical formulae over the particle's posito velocity. A basic variant of the PSO algoritlwvarks by

having a population (called a swarm) of candidalet®ns (called particles). These particles arez@doaround in
the search-space according to a few simple formdlae movements of the particles are guided by thwn best
known position in the search-space as well as itieeeswarm's best known position. When improvesitians are
being discovered these will then come to guidentio@ements of the swarm. The process is repeatethyadding

so it is hoped, but not guaranteed, that a sat@fiasolution will eventually be discovered[13].

The basic principle of particle swarm algorithmbased on the assumption that in a D target in ¢hech space
There are m particles consist of a population, Theparticlesis expressed as a D dimensional vector
Xi = (X X2 %p )i =1,2;-- m

, Position ofi particles in the D dimension of teearch space i

Vi = (Vo Vg o) Is the i particles flying speed Pr=(py, p'2"“’p"3)is the optimal position of the

Iparticles so far to searchpbestpg a (pgl’ Pgzr+ pgD)is the optimal location to the entire populatioregt
The basic PSO optimization algorithm of particlelating equations is as follows

Va(k+D) =y, () +01, (9 0 K+l (R W% K) - )

Xg(K+D) =%y (K)+vy(k+1) (1=1,2,-- md=12--D (2

where Kk is the iterative times Learning factor Cland Czis a nonnegative constanas 2 in the general ¢! andr2
are two random number that uniform distributionvesn [0,1]; Vid D[_Vmax’ Vmﬁx] ; Vmaxis a constant preset
Vid (k) is the D dimensional of i velocity vector in theitiération; is the D dimensional of i position vecio the K

iteration P (k) is the D dimensional component of best positioni <piart|cle;pgd( )|s the D dimensional
component of best position of population; Iteratis@nditional termination is set to the maximum nemiof
iterations or (and) the best position of partick&asm to search to satisfy the minimum fitness value

The performance evaluation on the basis of pariglthe particle's fithess, so we must choose fhgrogriate
fitness function. In this paper, the fitness of fi@pulation can understand the properties of thectsd feature
subset that represented as a particle. Performamakiation criterion of feature subset are classinsistent
measurement accuracy measurement and classical measuremehts jpaper the accuracy of measurement is used
that which uses the correct classification ratevaluate the performance of feature subset.

o o f)=al) - pRs N o
The i of fitness function is defined f (i): Al Where, a(i) is the correct rate estimation of
classification in feature subset that selected, lpyi$ the classification accuracy and the numlbesetected features
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of the equilibrium coefficient, p = 0. 2; mic isstmumber of sub feature selected for particlefehiures; mall is the
total number of features.

Based on particle swarm algorithm, we proposed RS@ticle Swarm Optimization based feature selacfar
EasyEnsemble) for imbalanced data sets. At fitaisé EasyEnsemble to get the integrated modeltrardbased
on integrated model use particle swarm optimizaadgorithm get optimal feature subset by calculatad the
training data set, and finally get the new integglatnodel using EasyEnsemble algorithm in the featubset. The
detailed algorithm is described as follows:

Algorithm 2 The PSOEE algorithm
Input: Training data se§, ={( X y)} , Balance coefficier®®

Output Ensemble mode|
1. Begin

2. Train the ensemble modeNtemp on the training setSr

by using EasyEnsemble.

3. Initializing the particle swarm in each particlergraeters, using
the formula (3) for fitness Calculate,to update phaeticle velocity and
position, in the stop conditions to get the optifieakture subset

4.  Generate the optimal training subs&r_optimal from Sr
according to the above optimal features.

5. Re-train the model N on the optimal training subset
Sr—optimal
6. End

EXPERIMENTSON UCI DATA SETS

To test the POSEE algorithm, five data sets seddcten UCI machine learning repository[14]. Thesgadsets have
been extensively used in testing the performanatveirse kinds of learning systems. To make theimalsle for our
algorithms, features and instances with missingiesmlare removed and the nominal values are chatogbe
numerical in all data sets. Then, all the featuestransformed into the interval of [-1, 1] by affine function.
Information about these data sets are summariz&dbte 1. where Size is the number of exampleature is the
number of descriptors, #min/#max is the size ofarimajor class, and Ratio is the size of majorscidisided by
that of minor class.

In EasyEnsemble, 5 subsets are sampled, i.e. &t ® $ during experiments, and on each an ensecobl@ining
15 weak learners are trained. Thus, the final enegénerated by EasyEnsemble will contain 15*5="fakv
learners. In all experiments, we use the SVM with Co = 10 as the weak learner.

To compare the results fairly, we use the 3-foluksrvalidation procedure. Using the top rankedifeatselected by
a feature selection method, together with theirresgion values in the training dataset, one caid bam
EasyEnsemble that will decide for each testing gfarthe class it belongs to. Only the expressidnesfor those
selected features in the testing example are useduch a decision making. This is a standard waiest the
quality of those selected features, to examine hell the resulting classifier performs. Note thatireg examples
are not included in the training phrase.

TABLE 1The properties of the UCI data setsfor comparison

Data set Feature Cl Size Min/Max Ratio
ass

audio 70 24 226  48/178 3.71

voting records 16 2 435  168/267 1.59

proc_c 13 5 303 36/267 7.42

soy_a 34 19 307 40/267 6.68

backup 35 19 683  88/595 6.76

Since the class distribution of the used datassekéw, prediction accuracy (ACC) may be misleadirigerefore,
AUC (Area Under the Curve of Receiver Operating r@bteristic (ROC))[10] is used to measure the perémce.
To furthermore describe thefféirent learning methods, we also define the variogigsores as below, where TP;
TN;FP; FN, stand for the number of true positivajet negative, false positive, false negative sampae
classification time, respectively. ACC, TPR(true ipess ratio), TNR(true negatives ratio), and BARalanced
accuracy ) are defined as:
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TPR=TP/Pos : TNR=TN/Neg : ACC=(TP+TN)/N =(TP+TN)/(Pos+Neg) -

BAC = (TPR+TFR)/ 2
It is compared between PSOEE algorithm and Easyhinieethat does not use feature selection. The axpatal
results are shown in Table 2.

TABLE 2 Statistical resultsof AUC, BAC, TPR, TNR ontheUCI data sets

Data set All PSOEE All PSOEE All PSOEE All PSOEE
AUC BAC TPR TNR
audio 0.7973 0.8323 0.7913 0.8123 0.7757 0.8632 328.8 0.8987
\oting_records  0.9451  0.9531 0.9521 0.9587 0.952396(® 0.9586 0.9539
proc_c 0.6540 0.7418 0.6543 0.6989 0.6287 0.6418684Q. 0.7746
soy_a 0.9113 0.9309 0.9139 0.9377 0.9315 0.9573 001.0 1.000
backup 0.9549 0.9801 0.9746 0.9768 0.9569 0.96290001. 1.000

Average 0.8525 0.8876 0.8572 0.8769 0.8490 0.87728950  0.9254

From Table 2, the results can be seen that AUCevtiat the feature is not selected is 0.8525, AldlDeas of the
PSOEE algorithm is 0.8876, which is 4.11% highemntlthe former; not to feature selection TPR vafu6.8572,
TPR of PSOEE algorithm value is 0.8769, which 2% higher than the former; the TNR values noteatdre
selection is 0.8490, TNR value of PSOEE algoriter.B772, which is 3.38% higher than the formepdginental
results on UCI datasets show that, on the imbathde¢a set, PSOEE algorithm does improve genetializability
and improve the value of AUC, TPR, TNR.

Wind turbines are running in the tens of meterisualé, wind disturbances affected by mechanicaisinzission, the
load change is more complex, especially in our pathe wind farms in mountainous or hilly areafe@ed by
topography airflow distortion, so wind turbines a@mplex long-term cross-working under variabledeaue to
wind uncertainties rotational speed wind turbinargex changing the internal structure of complédaxation signal
usually in the form of AM and FM, superimposed @tle other coupling between the components, reguitin
signal space distribution characteristics disorgeahi signals have non-stationary, uncertainty amdpdexity, etc.
[15], which are making wind turbine vibration sidjaaalysis more complicated.

In the study of wind turbine gearbox failure, doeobjective conditions, it is difficult to colletarge amounts of
failure modes in short-term. Fault simulation igeed experimental research methods, it is artifitianufacture of
certain failures under certain conditions in thargeox to simulate reality of some failure modes] ¢hen through
the analysis, thus to determine and validate @ialynosis.

Gear fault data sets used in this paper is froreaatpx fault simulation system dragging along waitmotor. This
system includes hub, drive shaft, gear boxes, bhgsariThe gearbox fault simulation system can siteuaveral
type of faults without damaging the physical stauet Gearbox fault simulation system simulate tha fgearbox
fault (tooth crack failure, shaft unbalance, shmitalignment, axial movement), then the signal daléected use
the methods of the time-domain , amplitude domaaysis, parameter extraction amplitude domainfeeguiency
domain parameters as training samples. 6 charstiteparameters are selected (the peak factorpsisrtpulse
index, margin index, power spectrum entropy andetation dimension) as a wind turbine gearbox fdidgnosis
eigenvalues. The sampling frequency is 5120Hz, 8agpoints for each sample point data is 8192gitiup’s data
in each failure are selected as training data sesn@lO fault samples are collected to merge tteekifault data,

see table 3:
TABLE3 Description of the data set of gearbox

Data set Feature Class Size Min/Max Ratio
Gearbox 6 4 40 10/30 3.00

From TABLE 4, the results can be seen that AUC esghat the feature is not selected is 0.9402, AdlDes of the
PSOEE algorithm is 0.9817, which is 4.41% highemtthe former; not to feature selection TPR vafu8.9532,
TPR of PSOEE algorithm value is 1.0000, which &146 higher than the former; the TNR values notetatdre
selection is 0.8910, TNR value of PSOEE algoriten.8573, which is 7.44% higher than the formerCBiA not
the value of feature selection is 0.9445; BAC vali® SOEE algorithm is 0.9789, which is 3.64% higtian the
former. Experimental results on UCI datasets shuat, ton the gear box data set, PSOEE algorithm ihogove
generalization ability and improve the value of AUPR, and TNR. From comparison of the results NRTand
TPR it can be seen, TPR improved more values in BES@Igorithms. It means for improving the prediotio
accuracy of a small class of the sample is the megison to improve the AUC in the imbalanced data s
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TABLE 4 Statistical resultsof AUC, BAC, TPR, TNR on gearbox data set

Data set All PSOEE All PSOEE All PSOEE All PSOEE
AUC BAC TPR TNR
Gearbox 0.9402 0.9817 0.9445 0.9789 0.9532 1.00008910 0.9573

Granular computing is a simulation of human gloaahlysis capability. The computer's processing dpedar

greater than the speed of the human brain, butdhaputer is not as intelligent as human beingss T$imainly

because humans have a very strong global analgpisbdity to turn complex problems into a relatiwesimple

model from a variety of different size or level.dBular computing is a computational paradigm obrimfation

processing, covering all the granularity relatedotly, methods, techniques and tools. Most of tisearches on
granular computing are theoretical research, asglitethe applications. The analysis, discussi@happlication of
granular computing model to specific problems areir@ent need for the study.

CONCLUSION

This paper presents a novel algorithm PSOEE (PS8dbfeature selection for EasyEnsemble)to solvedlae box
fault diagnosis data that is not balance, whilegithe AUC data classification indicators as uneperformance
evaluation criteria, the final gear in the UCI dagéds and data sets on a fault experiment. Expetaheesults show
that PSOEE algorithm improves the classificatiomdistion accuracy of the data set. Imbalanced deata
classification problem is one of the problems afadaassification, and its main difficulty is theaven data set of
their own characteristics and limitations of thaditional classification algorithms result. PSOHEgo&athm is
through remove redundant features to improve tasstfication performance that is a solution to @medata sets
an effective classification method. PSOEE charisties of the algorithm the original feature sesubset of the
proportion of total direct impact on the resultgted algorithm, which will work in the future to darther research.
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