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ABSTRACT

Image segmentation is a fundamental and challenging problem in image processing and often a vital step for high
level analysis. Considering of the inefficient curve evolution against weak boundary and intensity heterogeneous
images, an improved level set segmentation framework based on image directional gradient is proposed. In this
framework, we divide the evolution processing into two stages. the evolution of the image background and
foreground, and the evolution of the image regions based on the chosen directional gradient. Compare to the other
local information based active contour evolution algorithm: Local Binary Fitting (LBF) model, this algorithm may
improve efficient of curve evolution in a large extent. Extensive experiments on synthetic and real images are
provided to evaluate our method, showing the segmentation of the blurry boundary and intensity heterogeneous
images may achieve more accuracy results.
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INTRODUCTION

Image segmentation as the subject of intensiveareseand a wide variety of segmentation technichass been
reported in recent decades. Active Contour ModeCNB based segmentation algorithm has been widely
investigated and applied to the image segmentdlie8]. In general, the basic idea of active contmgadel is to
deform an initial contour toward the actual boundairthe object.

Active Contour Model based algorithms may be categd into edge-based[3, 9] and region based[8, &0, 11]

models. In edge and region based ACM, image gradiad statistical information are often used topstoe

contours respectively. The benefit of the mod¢ha the image has no global constraints, thusiipective and the
background can be heterogeneous and the final segtiom can be achieved easily. However, the metitids

heavily on edge information of the input image, wiaa edge of the region is weak, such as blurneldraken, the
method may loss its roll.

Region-based active contour model (ACM) utilizes thbjective and the background regions statisyicaiid finds

an energy optimum where the model best fits thegam8ecause of more advantages over edge-based ,A5Dists

as robustness for image with weak edges or witbdges and insensitivity to the location of initahtours, region-
based ACMs have been applied more popularly, inclwhihe Chan-Vese (CV) model[12] is one of the most
popular region-based models. However, techniquatsatiempt to model regions using these kinds dhous are
usually not ideal for segmenting heterogeneousatdjer transitional regions, which frequently acau natural
images.

There are many methods in the literature whichaameed at improving the segmentation accurate bydioicing

more edge or region information into the activetoan model. Because of the minimization of the ggdunction
heavily depends on the gray scale and the diskoibiand area of the image regions, the total in&diom often
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leads to the false segmentation in the local regbrthe image. To overcome the problem of regiom-no
homogeneous, Ge Qi et al[11] proposed a regiondoamalel with an anisotropic region fitting energpresented
by a variational energy function. They introducedtraicture tensor to define an anisotropic regitim@ energy
functional so that the intensity of an observecdpig approximated through the intensity of itsaagint pixels at the
principal directions. For the purpose of lettin@ thctive contour model more conform to the edgethefimage
region, Kovacs, Andrea et al[13] generates the rfesature points based on the Harris corner detettien these
points are enveloped to get the initializationtef tontour. Faced on the problems of intensity imbgeneity, Yang,
Yunyun et al[14] divide the fitting energy as lodatensity fitting (LIF) energy and global intensiitting (GIF)
energy, and then use the two terms RSF model andnGdel to realize the minimization of local-globalensity
energy function. Since the external force playsaaling role in driving the active contour modelssigning a novel
external force field has been extensively studieds] 9, 10, 15]. Among all these external foraggsdient, edge,
and gradient vector flow (GVF) has been used byuZHaoiyu et al [16] as the outer driven force. I}, [Bang
Lingling et al using the EdgeFlow-Based (EFB) agtoontour to realize the segmentation of the hg@reous
regions. Because of the edge of the regions igcdiffto get, they use the Gaussian Mixture Modetdalize the
initial contour.

In this paper, we focus on the combining of theesdigd region information in the evolution of acteentour model.
For the purpose of letting the region characteiomabe considered into the evolution, we use thegendirectional
gradient as the guided direction and resamplingetha@ution result of each step. The main advantagesur
segmentation method can be highlighted as:

(1) Due to the resampling guided by the directiogidient, the regions of the evolution result lmeeomore
homogeneous than the other active contour model$adt, for all of the active contour model algbnits, the
evolution processing is aimed at finding out anragimate image which is more easily to be segmeatetiat the
same time the segmentation results is agree tdiipwsed image. The more homogenous the regighdsnore
accuracy the contour would be achieved.

(2) Because of the resampling processing is guigeithe pre-calculated directional gradient, theraad parameters
needed to be decided. It makes the algorithm niexébfe in processing different images.

The remainder of this paper is organized as followssection 2, we give briefly review the locahéiy fitting

(LBF) [17] model and some other ACM based modele proposed model is introduced in section 3. ttice 4,

the role of different directional gradient algonite has been compared in our proposed model. Séestisnthe

comparison of our model with LGIF, LBF in evoluti@fficient and segmentation results. We go on aiadythe

results when the image is noised. Finally, the keion and limitations of our model have been dised in section
6.

2. Thereview and discussion of therelated works
In this section, we give a review of the relatetiveccontour models based on Chan and Vese [12eméwr a

given imagd (x) on the image domaiR , Chan-Vese proposed to minimize the following ggerquation:

E (0,0, C) = Af o [1 (X) = e A 11 (x)—e ] dx W

out(C)

whereC, andC, are two constants that approximate the averagasitjeinside and outside the curve, respectively.

The coefficientsl, andA, are fixed parameters.

In Chan-Vese model, they also have a regularizinm;t such as the length of the contour and the iagde and
outside the contour to improve the smoothnessebtundary. The ener@cv (Cl, CZ,C) is defined as

E®(c.c,.C) :/]Jm(c)‘I (x)-¢f dXMZIout(c
+uLength(C)+vArea(in(C))

1 (x)-c)”dx
J1 (¢ )
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Using the level set to represént, that is, C is the zero level set of Lipschitz functicp(x) , the energy function
may be rewritten as:

EY (c..C,.9) :AJR“ (X)_CJJZ H (w(x))dx+A2IR‘l (X)—cf(l—H (qo(x)))dx o
|

+yIR5(¢(x)) O x)‘dx+v.[RH ((x))dx
whereH ((0) andJ(qa) are Heaviside function and Dirac function, resjpety. The coefficientg/ andV are
fixed parameters.

The CV model has a good performance on image seigtimndue to its ability of obtaining a larger wengence
range and being less sensitive t the initializatidowever, the CV model is only adapted for 2-phasage. If the

intensities with insid€C or outsideC are not homogeneous, the constaptandC, will not be accurate. To

overcome the difficult caused by intensity inhomuogmus, Li et al. proposed the local binary fittifigBF)
model[18], which can utilize the local intensityfanmation. In the LBF model, two spatially varyirgting

functionsf, (x) andf, (x) are introduced to approximate the local intensitieghe two sides of the contour, and

for a given poinX L1 R, the local intensity fitting energy is defined by

E, (C. f,.f,) :/]Jm(c)g(x—y)(l (y)- fl(x))2 dy

A, 00 9) (1) 1, ()

out

(4)

whereA, andA, are positive constantg(y) is a Gaussian kernel function, aﬁf( X) f, (X) are two values that

approximate image intensity inside and outside@an® , respectively.

The above local fitting enerdy, (C, f,, f2) is defined for a center poidt. For all the center poiXin the image

domainR , the energy function can be defined by

£ (€., ()

:I EX(C’ (%), 2 ( ))

=Af ] J,a(x=)(1(¥)= (x)"H (@(y))ay |x ©)
[0 (1)~ 1 () (1= H (o) o

Another way to deal with the intensity discontiyui$ use the edge information as the factor of AEM model.
Fang et al. [19] define the energy functi®i] R as
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EF® =] 91 (¥)-c[ oy
oo SN () =l v+ () |De(x)
:IRg(y)‘I(Y)_Q‘2H5(¢)dy (6)

+IRg(y)‘| (y)_cz‘2 (1_ H, (¢7)) dy
+A].9.(2(x))[0e()

m
whereg (y) denotes Edge-Flow Based functiog(y) =]/(1+(y/k)2) , Kis a contrast parameter separating

low-contrast regions from high-contrast edgek =1.482@<median(”y—median(y)”) . They

definemedian([)]as median operation, and use this selective prozesisres that the image operation. And this

selective process ensures that the image regidor ig < K and the image edge is fyr= K . BesidesMis a

regulatory factor of Edge-Flow based function, wh@an achieves a better balance between keepiimgnredge
and remove the noise near the edge.

Following this way, there are some papers aimedivadling the local characters and the global characof the

image [3-5, 15, 20, 21], and constructing the epdugction to solve the global and local probletmsthis paper,
we'll following the visual processing of the imatgedeal with the local and problems. As statedli),the global

contrast and local contrast is the key referencbuman visual processing. Commonly, the high cehtcd the

image is related to the edge of the image regidosvever, the edges are often exists in the diftepbase of image
regions, and make the edges inhomogeneous in legains. Simply sum the difference of all localioeg may

cause the global optimizing function result incetesice to the local dividing results. On the otiend, only using
the local dividing result to approximate the glosabgmentation may cause the wrong segment of ansitional

regions and the parameter is difficult to choose.

In this paper, we focus on the role of the imagedgnt and the global/local contrast in the actwatour model
(ACM) iteration. According to our experiments, thbal mearC, andC, is the classification center of the image

gray, and their value are mainly influenced by tttal inner region pixels instead of the edge gix€omparing to
the inner gray distribution, the contour is morsilganfluenced by the edge pixels’ gray. At thengatime, because
of the inhomogeneous of the region edges, the idiyidf different region may exist or not exist imetdifference

betweerC, andC,. When the edge-grays of the region are all leshiginer than the global cen@randC,, the
global dividing reference may lose its role.

3. The proposed model
3. 1 Thelocal binary fitting model

Given the input imagb(x) on the image domaiR , LBF model use the region-based intensity infoiomas a
controllable scale in the energy model.

ELEF (C, f,(x), fz(x))
- J‘R E, (C’ f1(x) ' fZ(X))dX

= A0 [ a0=)(1 (%)= 1. (4)" H (())dy | v
2] | [0y (1)~ L. (X)) (2-H ((y))) o Jox
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The  nonnegative  weighted kernel  functiong ( X— y) is chosen as the  Gaussian

—luP 2
function g(u) = e 27" \Where H (¢)) and 5((0) are Heaviside function and Dirac function

2
(2m)"% 0"
respectively. Generally, the regularized versiaesselected as

H (z):1 1+ 2 arctad 2
: 2\ £
(8)

1 ¢
5(2):7—Tw, zOR

LBF (

In LBF model, they keep thtp(x) fixed, and minimizing the energl qz),cl,cz) with respect to the

constantc, = fl(X) andC, = fz(x) by using Euler-Lagrange equations. The calculatérC, andC, may be

_JL9(9E 1 () H (#(x)) jox
c.(¢) IRg(x) OH (¢(x))dx ]
C (¢) - J.Rg(X)ED (X)(l— H ((D(X)))}dx
2 jRg(x) O(1-H (@(x)))dx

Here, C, andC, are the weighted means of the foreground and baakgrof the image.

3.2 Thegradient guided algorithm
In LBF model, the weighted coeﬁiciegt(x— y) is used to dispose the local characterization efitiage. But the

calculation ofC, andC, is based on the evolutionary contour, the more fgemeous the inner region pixels the more

quickly the edge would be achieved and at the dame=the edge would be more accuracy. So, in gusien, we
consider the homogeneous of the evolution procgssinording to the image gradient.

The definition of the image segmentation may béngeffas, given imagle(X) in the image domaiR, if we want

to segment it intdN classed}, 1 =1,...,N, then it should the following two conditions:
N
R= U R
=1 (10)

From the above definition, we may found that alltloé pixels of the image should belong to one amlg one
cIassR,i D{l,--- ,N} . If we omitted the single pixel or small pixel fegs, then for any pixel of the image there

must exist the connected class the pixel shouldrgelo. Based on the assumption, we constructrdmignt guided
resampling of the region inner pixels. For any imathe gradient information is most near to thegenaegion
edges, but the choosing of the threshold of imagelignt as the region edge is very difficult beeao$ the
inhomogeneous of the region edges. For the purpiogeoiding the choosing of the threshold, we cledthe region
information as the homogeneous algorithm of thdugiam processing.
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On this condition, we transfer the edge problerp ihie pixel and region merge problem. To decidectviiegion
the pixel should belonging, we calculate the dicewl gradient of each pixel as following eight editional

templatel;,i =1,...,8. The absolute smallest directional gradient ispixel should belong to.

[0 0 0 0000 [1/92/91/9 0 00J0[ 00 1/9 1/9 1/9 0] 0[0 0 0 0 1/9 1/9 1/3
0 0 0 000 1/9 1/9 1/9 0 0 0 0| 0 0 1/4/9 1/9 0 000 0 1/9 1/9 1/f
1/9 1/9 1/9 0 0 0 1/9 1/9 1/9 0 0 0(0[0 0 1/9 1/9 1/9 O 000 0 1/9 1/9 1
1/9 1/9 1/9 -1 0 0 0 0 0-100[0/00 0 -1 0 O 000-10 0 0
1/9 1/9 1/9 0 0 0 0 0 0 000pP|0OO O 0 0O 0000 0 0 0
0 0 0 000 0 0 0 000D|OO O 0O 0O 0000 0 0 0
o 0 0 000d /|0 O 0 O0OO0O0pP|0OO O O0O0(QG |000O0 O 0 0@
o000 0o 0 0l [0o0o00 0 0 0 [00 0 0O 0 ODP[O O O 00O
0000 0 O O |(000O0 O O O [00 0 O 0 O 0 0 0 000
0000191919 (0000 0 0 0 |00 0 0O 0 0 0 0 0 000
000-11/9101/9,|000-1 0 0 O0,[00 0-1 0 0/0[0 0 0 -100
0000 1/91/91/9 | 000 0 1/9 1/9 1/9| 0 0 1/9 1/9 1/9 0 01/9 1/9 1/9 0 0 O
0000 O O O 000 O 1/9 1/9 1/9| 0 0 1/9 1/9 1/9 0/ 0|1/9 1/9 1/9 0 0 O
0000 0 0 0 [000 0 1/9 1/9 1/9 (0 0 1/9 1/9 1/9 0 0 | 1/9 1/9 1/9 0 0 0

Along with the gradient guided direction, we resémpach evolution results using the directional mgalue
templates. Like the directional gradient templatese define the weighted directional mean value

templateMT, (i =1,...,8) as:

000 O (1/a)/9 (% 14) /9( * 14) /
000 0 (+1/a)/9 (% 14) /9( + 14) /
000 0 (x1@)/9 (% 18) /9( * 14) /
0 0 0 1/a 0 0 0
000 O 0 0 0
000 O 0 0 0
000 O 0 0 0 |

In the weighted directional mean value templatdsemthe coefficiera =10, the template becomes to the normal

directional mean value templates. Otherwise, vlhem@ < 10, the center pixel is emphasized. Fig.1 shows the
filtered result of the directional gradient.

@ (b) ©
Fig 1 The rough image, theimage gradient and the guided image gradient

Seeing from the result of the directional gradiehtFig.1(c), the local maximum gradient may infleenthe
homogeneous processing. And at the same time, eaafuthe initial contour may cause the evolutiawngly
dividing the foreground and background in the lofiing processing. Fig.2 shows the fault dividing the
evolution processing. For the purpose of punisliegwrong segmentation, in the evolution processiveguse the

global mear€ and C, of the image upside and downside gray value agdts reference to punish the wrong
segmentation of each evolution.
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(@ (b) ©
Fig 2 (a) isthe evolution result of LBF after 100 times, (b) isthe down partsof theimagegray, (c) isthe upper partsof theimage gray

3. 3 Level set formulation
In the level set based segmentation method, th@esatgtion contour c is represented as the zerg#i & a level

set functiornp. We focus on the homogeneous of the level settium@by using the weighted directional mean
value template. In such a case, the cluster meimlsat to 2. The homogeneous processing produceetidevel

setg/ after each evolution step, and the two class ce€ngerdC, may be calculated as ep.13.

¢ (x) = MT, (x)0p(x) (12)
Ig X)I1 () H ( ( x)) Jox
JL9() T H (#(x)) Jox (13)
RICEUCIS (¢( x))) o
[a0)d (2-H (¢ ())) Jox
where  MT,(X) is the absolute minimum gradient direction of the mage

pixel k :{min(abs(Tk (x)))k=1... E} .

To preserve the regularity of the level set funttin which is necessary for accurate computation daloles level

set evolution, we introduce a level set regulamraterm in the variational level set formulatiofhe level set
regularization term is defined as:

,uJ' ‘ H ‘ dx (14)

Adding the length term into the total energy fuooti

E(C.c.c)

= JR E, (C,cl,c'z)dx+,u_|'R‘H (gd(x))‘ dx

Aot 1 )< (B () e )
+2,[ | [, o 0= y) (1 (v) =) (1= H (@ (1)) o Jox

+,uJ. ‘H )‘dx

whereA, , A, anduU are the constant coefficient.
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3. 4 Optimization of the model
For the purpose of letting region information guitie iteration, we divide the image into two paregion inner
area and region edge area. Before the calculatiotiheo background mean and foreground mean, we hmse t

directional mean value template to resample thenemner pixels ofp(x) . After the resampling processing, we

keep C, andc, fixed, and then to minimize the energy functbC, C;,C; ). Parameterizing the descent direction

by an artificial timel , we can obtain the corresponding variational leeglfunction.

Keeping the clustens_' andC2' fixed, the level set function is updated by solvihg gradient flow equation:
dE (go, c ,cz')
dy

(16)

g=¢7-n

wheref7is the time step.

0@ (xt)

ot
=0(¢)| A (1 (=) +4,(1 (%))’ | @)

+5(¢) ,udiv(%}—u

Because of the image gradient has been used te gesdmpling in the iteration processing, spedifidhe region
inner pixels, the iteration processing is able &kenthe region inner pixels more smoothly, anchatdsame time it
accelerate the evolution. As a result, it makesetiergy more similar to the region contours, theetconsumption
is also heavily decreased.

4. Implementation and experimental results

In order to demonstrate the strengths of the pregosodel, we perform different kinds of experimefisst of all,
we compare the proposed model segment resultstigtbther local based ACM model such as LBF. Segoma
continue with the properties of the proposed medti various images, and analyze the correspondimgber of
iterations and time. Finally, we’ll give the analysf the guided gradient extraction with differeoefficients.

4.1 Comparison with other local based ACM models

Commonly, the accurate choose of initial contouarismportant part in the process of image segrtientan our
model, the resampling of the inner region has thityiof dealing with the wrongly initialize contw, as a result, it
may leads the iteration convergence to the coedge of the image. Firstly, we will give the comipan of the
different initial contour of different algorithmin this experiment, we choose two kinds of initahtours (the edge
included initial contour and none edge initial @) by hand. For the iteration times, we set i8@8. Fig.3 shows
the results of the proposed model with differerttahcontour.

270



BoCai et al J. Chem. Pharm. Res., 2014, 6(10):263-273

Fig.3 Theiteration results of different model, thefirst column isthe rough image and theinitial contour, the second column istheresult
of LBF, and the third column isthe proposed result. (In all the experiments, we let the sigma as a constant value 4, theiteration timesis
300)

4.2 The corresponding number of iterations

In this section, we give compare the correspondimgrgy value of the proposed algorithm and therdtdual based
active contour models. For the purpose of compaeconvergence of the energy values, we scalethkanergy
and give the curve of different models. Becausehefinitial contour of different model may causiddferent
results, we choose the correct initial contour wdifferent model to compare the convergence. Fapdws the
convergence processing between each evolution.

x 10°
255

rkkkkkkk | BE
2t FkAKAKHK Proposed 4

15F B

Difference of each evolution
o
(5,2}
1

-0.5¢ b

_l . 5 1 1 1 1 1 1 1 1 1
0 10 20 30 40 50 60 70 80 90 100

iteration times

Fig.4 The comparison of the convergence of different algorithms, the initial contour isasthe second row of Fig.3, theiteration timesis
100

4.3 Theanalysis of the guided gradient

To validate the effect of the proposed algorithne weference the different types of images. Becaiseur

algorithm has the ability to find the correct raggoin the experiments, we choose the fixed in@ttaitour. The first
two images of Fig.5 are chosen as two-phase imaiggdhe image region is single. On this condittbe, segment
results of our proposed algorithm are better than dther kinds of local based active contour modets the
purpose of comparing the edge covering rate, thewiong two images are chosen as multi-phase anii-negion.
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Seeing from the segmentation results, we may fdabadproposed gradient guided algorithm is more isterst to
the strong edges of the image. Fig.5 shows als¢tggnent results.

CONCLUSION

In this work, we propose a novel framework baseactive contour model for image segmentation. Tiopgsed
model may efficiently utilizes image gradient anefjion information, which in certain case has resllin
significant improvement in accuracy and time conigsignfor segmenting various images with transitioregdions
and boundaries.

Fig.5 The segmentation results: thefirst row istheresults of the proposed algorithm, the second row istheresult of L BF, in all the testing,
sigmaisset to 4, iteration times are 100

Like all of the active contour based segmentatiauefs, the parameter of our model is also an inapogroblem.
In our algorithm, the image are roughly dividedihto region inner pixels and region edge pixelg,the choosing
of the threshold between the different gradientgeiy difficult. The fix value would not fit diffemt input images.
For the purpose of letting the algorithm more adhlgt, the dividing of the gradient should be a@jdsiccording to
the input image, or even based on the differengemeegions. In the following works, the study oé tlecal and
global adaptable dividing would be our main works.
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