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ABSTRACT

Medical image analysis is becoming progressively more significant in decision making of MRI analysis and
computerized diagnosis system. |mage segmentation is an important key process for image analysis. In this paper, a
novel medical image segmentation technique is proposed which combines Kernelized Fuzzy C-Means and Support
Vector Machine. In the proposed system, a robust Hyper tangent induced Kernelized Fuzzy C-Means method is
constructed with the inclusion of new spatial information term firstly. And then, the new Support Vector Machineis
developed for improving effective segmentation result. The input vector for SYM classifier is generated by
member ship function of novel FCM in which the pixel data are labeled by new FCM method. In order to accelerate
the effectiveness of segmentation result and to deal non linearity, new hyper tangent based similarity measure is
used in both KFCM and SVM. Experimental analysisis carried out on real left and right breast MRIs to show the
efficiency of proposed method. The performance of proposed method is demonstrated through comparative analysis
of proposed and existed methods. Fuzzy Partition coefficient, Fuzzy entropy, iteration count and error rate are used
to measure cluster validity. Finally, it is shown that our proposed method is the most promising technique for
medical image segmentation.

Keywords. Fuzzy C-Means, Hyper tangent function, Support tdiedMachine, Image Segmentation, Breast
Magnetic Resonance Image, Cluster validity measure

INTRODUCTION

Medical imagingtakes a significant part in diagnose and the treatnof patients, and final stage of drug
development and validation. It is an essential engnt in brain tumor and cancer detection, boneearagetection,
breast cancer detection and, etc. The remarkableamments in the field of medical imaging are bhouwp by the
development of image processing, pattern recognidbmd machine intelligence techniques, and theye hav
strengthened the recent advancement of the mediaghostics process. There are many imaging teabsiq
available for producing the images such as X-ray,s€ans, Positron emission tomography (PET), Wtrad and
Magnetic Resonance Imaging (MRI) to diagnosis tiseake. Among them MRI has been received muchtiatten
since it gives high contrast between different sisues and high spatial resolution across thieeelbbdy field of
view and it has several advantages over other raeditaging techniques. However, the MRIs are exélgm
sensitive to physical, chemical and biological efcseristics of tissues and fluids, due to the cexipl of the
equipments problems in imaging such as patientanpfimitation of imaging equipments, problem irce®ing
coils. Therefore, the ability of visualizing andteleting the abnormality of breast and bone may fiecied by
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intensity inhomogeneities, partial volume effeatppimage contrast, high level of noises and o#hiéfacts. This
causes the necessity of image segmentation.

Image segmentation [6, 9, 27] is a process oftparthg an image into different regions such thatteregion is,
but the union of any two adjacent regions is notnbgeneous. At the initial stage, the segmentdtambeen done
manually by well-trained radiologists for segmegtthe medical images. But the process of manuahsatation is
very time-consuming, too expensive and often hueraors occurred. Moreover, it does not use the detapnulti-
dimensional image data, and often it requires methexpert who has wide knowledge of the anatomiynd
segmented to perform the segmentation processnAimportant drawback of manual segmentation methdtat
they are labor intense, especially if there areyrsdites and sets of images, it will take consilraime for the
user to perform the segmentation. Therefore, itdaethe mathematical assisted computer based seafinant
methods to segment the medical images into diffdresue regions for cancer detection and efficierdtment plan
in the medical analysis.

During past decades, many methods have been papo$andle the medical image segmentation problesitg

unsupervised clustering methods. However, the ndisthhave some limitations to overcome the problefiimage

such as intensity inhomogeneity, partial volumeeetf heavy noises and other artifacts during thgneatation

process. Among all other mathematical based segti@mtmethods, Fuzzy C-Means has received muchtitte
since it gains the original information from imaiggelf and it does not require any prior informatim process the
segmentation system.

Fuzzy C-Means is the method of fuzzy clusteringhtégue. Fuzzy clustering is one of the most impurta
techniques in cluster analysis. Over the yearsethave been many methods and techniques develogestform
cluster analysis. Most traditional cluster analysisthods are crisp partitioning, in which everyeagivobject is
strictly classified into a certain group. Howevierpractice, the class attributes of most objestsnat strict and also
ambiguous; hence it is not suitable for hard partihg. Auspiciously, the fuzzy set theory was megd by Lotfi.
A. Zadeh [25]. It is an extension of classicaltbebry, and it provides a powerful tool for softttaoning. The idea
of using fuzzy set theory [5] for clustering isstily, introduced by Ruspini [15]. Since fuzzy clrétg obtains the
degree of uncertainty of samples belongings to eclals and expresses the intermediate propertyheaif t
memberships, it can more objectively reflect thed veorld problems. Recently, Fuzzy clustering tegha [10, 11,
14] is widely applied in many applications suchnaadical diagnosis, pattern recognition, data amakysd image
segmentation. Since it does not require any prifermation about the objects of data and any huimianference
of images, it is an important tool in analyzing thehavior and structural complexity of images indioal image
segmentation [21, 24]. Fuzzy clustering processised out effectively by using FCM algorithm [11A].

Zhiwen Yu et al proposed a new modified supporttaemachine for segmenting color images in [26]gtee

significant reduction in the computational cost[3#h the authors proposed self-organizing Takaggeho (T-S)-
type fuzzy network with support vector (SOTFN-S¥paining based three-stage face detection methadlor

image segmentation. This method has given a fasttien speed and detected not only face and kotitd size
and orientation. An effective support vector clasig method was proposed by Jih-Jeng Huang ef] dbf8narket
segmentation which is useful for decision makingniarketing field. A Pixel wise support vector mawhi
classification method was introduced by combinihg toncept of Fuzzy C-Means with Support Vector hize
(FCM based SVM) in [22] for segmenting color imagesthis proposed method, the pixel level colaatfire and
texture future were extracted through local homeggmrmodel and Gabor filter and were used as imeator for

SVM firstly. And then, FCM method trained SVM cldss model with extracted pixel level feature foltaining

well color image segmentation.

Juang and Hsieh [7] proposed a new classificati@thod, the Fuzzy C-Means based support vector meachi
(FCM-SVM) for channel equalization. For the colarage segmentation of Dam wall image, modified Fu2zy
Means combined with Support vector regression wapgsed by Dancea et al [4]. Authors [23] proporsed
method, called KFCM-FSVM to correct misunderstagdifi Gaussian-function-based kernel fuzzy clustgrand
to deal the classification problems with outliersoises.

This work considers the above problems and triegeiibthe solutions by developing effective FuzzyM€ans
(FCM) clustering methods. The new Hyper tangenhéktrick is introduced to FCM in this work for @iing
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clear boundaries between the different tissuesreddt MRI and thus improving the segmentation amurin
addition, the hyper tangent kernel based modifi€MFeapable of handling the general shaped dataset.

II.BASICS
A. Kernelized Fuzzy C-Means

Kernelized Fuzzy C-Means [16] is basically deriviedm conventional Fuzzy C-Means by replacing Eezial
distance function with kernel induced distance fiomc The objective function of conventional FCM P is

Z(M,C) = Ty Sy ml, lips — cll? (1)

Here M represent the partition matfik= [m;,]n X K, satisfies the condition

YK my=1,foralli=1,2,..,n. 2

The Euclidean distance which is used in objectiwecfion (1) measures distance between the data gaghcluster
center. The inconvenience in using Euclidean degtais it measures only measures only noise frea datl
Euclidean shaped dataset. So the Euclidean distamction is replaced by kernel induced distanaecfion to

measure the distance between data point and clestésr to provide better clustering result.

The objective function (1) can be modified with #e¥nel induced distance as
Zigem (M, €) = iy Tioamf 19 () = (e II” 3)
For this purpose a mapping P¢ — F is used whereby an objgts mapped inté:

Y(p) = W1(p), Y2 (p), ---) 4)

Although p is the s-dimensional vectorip(p)may have the infinite dimension. In the nonlineéassification
method, an explicit form ap(p)is unavailable, but the inner product is denote&{y; q) and is defined as

K(p,q) = (Y@, v(q)) %)

The function K(p,q) is known as kernel function efé are several types of Kernel function such ass§an, Hyper
tangent, Quadratic etc. From the property of irpreduct

() — Yl = W) — Ylew), w(@:) — Ple)) (6)
And
W), Y(cp)) = K(py, ci) (7

Hence we can get kernel induced distance functon a

1Y) — Y (cll> = K(pipi) + K(cx i) — 2K (pis i) (8)

The kernelized Fuzzy C-means algorithm is obtaibgdminimizing the objective function (8) subject toe
constraint (2) as processing in FCM. The equationpalated membership function and cluster centeroatained
as

my, = ;L 9)
sk |[1=K(pici)] f-1
=1k (piej)]

= Z?’:l m{kK(pi'Ck)yi (10)
SN, mlK@ici)
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B. Support Vector Machine

Support vector machine (SVM) was introduced by \ipwhich has been used successfully in classificaand
problem of function estimation within the framewarkstatistical learning theory and structural rskiimization
[18]. The convention SVM [19, 20] was constructedséparated training data into two different clas3® obtain
the optimal separating hyper plane in terms of gdimation error, the SVM classifier trains a tiiag data set. The
main aim of the SVM is to discover the hyper pléme maximizes the minimum distance between ang gaint.
Consider the training dataset of n poift®;, q;)}’-,where p; € R% is input vector andy; € {—1,+1} is the
corresponding class label for the pginThe SVM models get form in feature space as

q(p) = 0" P(p) +r (11)

Here the non linear mapping(p) maps the input vector into higher dimensional femtspace and b denotes the
bias where ag denotes weight vector of the same dimension addhtire space. SVM model works on the
following linear separable case assumptions

Ty, > ] .=
{a)Tpl+r_+1 l'fql +1} (12)
w'p+r<-1ifq=-1
For the non-separable case
{le,I}(pi) +r=+1 ifq; = +1} (13)
oY) +r<-1ifq=-1

In this space, a linear decision surface is ereati¢dl particular properties that make sure the hjgheralization
ability of the network. It can be possible to fiadt a separating hyper-plane with a maximum mairgia feature

space by using non linear kernel function. It i€essary to find an existing maximum marﬁffﬁ between the
classes among all hyper-planes separating the data.

The problem is converted into a quadratic programgnpiroblem as

min%wTw +y YA (14)

Such tha;(w™Y(p)) +1r)=1—-24; 4, =0,i=12,..n. (15)

1, is the slack variables to tolerate misclassificadi@and the regularization paramegeis a constant to trade off

between the maximization of the margin and minimiizaof the classification error. The largethe more the error
term is emphasized and small means that the ldagsification margin is encouraged.

The problem of finding the weight vector can berefulated as minimizing the following function
J(w) = %wTa) +y YA (16)
subject tog; (wTp; + 1) =1 — A 17)

The quadratic problem is solved by using Lagrangmartiplier's method. The solution satisfies thergsh Kuhn-
Tucker method conditions.

L(w,r,4,a,p) = %wT‘H +yZind — Zhal qi(@p + 1) =1 - 4] = XL Bid; (18)

wherea = (a;, @y, ..., a,)Tandp = (B, Ba, ..., Bn)Tare Lagrangian multipliers.
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The solution to this quadratic programming probleamgiven by maximizing L with respect to; > 0 and
minimizing with respect taw and r. Taking partial derivative with respectdoand r, and setting the derivatives
equal to zero yields

oL

90 W Y1 qip; =0 (19)
Z—i =-2t1aiq; =0 (20)
And

:_;i:]/_ai_ﬁi=0 (21)

So that the optimal weights are given by
" =Xl ai qipi (22)
Substituting (21) and (22) into (16) we can write

n 1T n 1gn n T
J(@) = Xt @ =0 0 = Xiy an — 5 Xiy Xjoq @ 4;4:9;D; P; (23)
Note that the Lagrangian multipliers are only nemezwheng; (w”p; + 1), vectors for which this is the case are
called Support vectors since they lie closest ¢osttparating hyper plane. The optimal weights engoy (22) and
the bias is given by* = q; — (0*)Tp; (24)

Now the problem is transformed into its dual form

Maximize

1
J(@) = Xizy an — 5 Xt Xier @ ;6:9;pi, ;) (25)
subject to the constrainiy-; ¢;q; =0 and0 < a; <y (26)

Then the decision function is given by

f(p) = sign¥iL,q;ai{p,p)) + 1" 27

One merit of SVM is to map the input vectors intbigh dimensional feature space and thus can sok/eonlinear
case. In this case, the kernel trick of SVM allayssto substitute the dot product of data points/abwith the kernel
functionKer(p,p;) = (p,p;)- Now, the decision function is formulated as

f(p) = sign¥i_,q; Ker(p,p;) + 1" (28)

f(p) indicates that the distance between the testing gaand the optimal hyper plane. Therefore, theatyi
classification can be solved based on the outpthef{p) function.

[1l. PROPOSED METHOD

A. Optimal Spatial neighborhood constrained Hyper tangent Fuzzy C-Means (OSHFCM)

We propose enrichment to the KFCM algorithm to ioyar its robustness to image segmentation. The eehznt
is made by directly incorporating a new spatial stoain term and hyper tangent [17] induced distante the
objective function of KFCM that constrains the béba of the membership function such that the mensthe
value at each pixel depends not only on the pikat, also on the neighborhood pixels. The effecgpatial
neighborhood term gives the smoothness that ismdeppon the membership grade function and is détexdn
effectively. It could be noted that the computat@bmplexity of the proposed method is not consibigr higher

285



M. S. Sheeba and A. Sathya J. Chem. Pharm. Res,, 2015, 7(2):281-291

than that of KFCM since the added computation iy trat of the spatial constraint term. The objestiunction of
OSHFCM is as follows:

ZosuremM, C) = 237, Yk 1m [1-H(p,adl+— Zl 1 Xk= 1mlk e”Pi (29)
whereD; = ¥)_,||lp; — wy;|| . N is the number of neighborhood pixels anglis the neighborhood pixels of;.

To get updated membership equation and clusteecequation, the objective function is minimizedjeat to the
constraint (2) using Lagrange multipliers methobafTis the first derivative with respect to membgrgrade and

cluster center partially will set to zero to getlafed estimator as follows.

a) Membership function updater
The objective function (16) is minimized using Laggian multiplier's method. The Lagrangian of (29)

N _D;
LosuremM, C, ) = 2 31, 1Zk 1mlk [1-H(y,a)l+ ;Z?:l Z£=1 m{k ePi— a2 (Z£=1 my—1)  (30)

Taking partial derivative of (30) with respectrig,

oL — N _
om me{k "1 - Hpy o)l + ;fm{k tePi—q, =0 (31)
2 Ne f-1,-D; _
T = Hpg o) + 2 fmf e = o (32)
f-1_ i
M T el e ] 33
1
v Loy [[1—H(pivck)]+%€_Di]

SinceYi_;my =1,

1

2 f-1
aiff- 1 —
e [{wai,akﬂ%e_m]] =1 (35)

i = - ; (36)

X

1

[[1 H plck)]+—e Di]

Substituting (36) in (34), we get

1

Mmix = T (37)

[[I_H(pi'ck)]*'%e‘[’i] -1

g | O]

This equation can provide effective membership giadsuccessive iteration.

b) Cluster center updater
To get cluster center updater equation, differéintiathe objective function (29) partially with pect toc, and
equating to zero as follows: (29) can be written as

Zosurem(M, €) = 2 51, Th, m) tanh (— 22y L gm0 ) oo (38)
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a] llpi—cll? i D
- =23} - sech? (- P2) (—205) (2) + X3N  mf ePi = 0 (39)
L 1m1k [1 — tanh(— llpi— ckll )] [1 + tanh(— llpi— ckll )] (Dl+ck) + iV_ezﬁv:1 mlfk e Di=0 (40)

Simplifying this equation, we will get updating ster center equation as

new _ Z{V 1mlk[H(pl cie ) (p‘ C’gld)6_2+_e_Di]pi

otk =5
Z{VImlk[H(pl ld)T(Pl ld)52+ e Dl]

(41)

where T(p;, c;,) = 1 + tanh(— lIpi— Ck” )

B. Proposed Support Vector Machine
The proposed KFCM provides input vector for SVM geses when a number of cluster center and initizdtel
centers are given. Consider the membership functiattix asM = [m, (p;)] for the training datag, pa, ---.,pPn}-

When a number of cluster K and initial cluster eerdre given, the proposed FCM algorithm is empuldge cluster
construction. It provides the label for data andnbership function. Let the set of training datg pg pz, ..., Pn}-
Through the membership function (37), each inputtadap, is transformed to the vector
m(p;) = [my(p;), my(®;), ..., my (py)] Wherem, (p,,) is the output of the’hdata point. The vector m is the input
to the SVM, and the training data points are regrel by

T = {(m(pl)' ‘h)' (m(Pz)' qZ)' ey (m(pn)' Qn)} (42)

Then the decision function of SVM classifier is thgn as

F(p) = sign ¥z q: ai(m(p), m(p)) +7° (43)
whereq; is solved from (27)

(m(p), m(p;)) can be replaced by hyper tangent kernel funct&inguthe relation between of kernel function and
inner product. (i.efy(p;), Y (cr)) = K(p;, i) . Here we use hyper tangent function as kernedtfon.

Therefore, the output function in (43) can be repnted as
F(p) = sign X, q ajtanh(— 22205 1 (44)

The weighting parameters of proposed FCM-SVM ateutated by (22) and (24).

IV.EXPERIMENTAL STUDY

A. Experimental work on real breast images

In order to prove the effectiveness of the propasethod, the real left and right breast MRIs anesatered in this
section. The existed methods such as KFCM, FCM®&s8v, FCM-SVM, KFCM-FSVM and proposed method,
are executed on the images under the same indralittons. For the experimental purpose, the Gaunssbise is
inserted in real breast MRI. The Gaussian noiseipted images are given in Fig. 1(a) & 2(a). Udimg algorithms
the images are segmented into four tissues sudht,asormal tissue, benign lesions and malignasiotes. The
various colors are used to identify different tissthat are grey for fat tissue, blue for nornedue, red for benign
lesions and green for malignant lesions.
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\(a) . .

Figure1: (a) Left breast MRI corrupted by Gaussian noise (b) Segmented | mage by KFCM (c) Segmented Image by FCM based SVM
(d) Segmented Image by FCM-SVM (e) Segmented Image by KFCM -FSVM (f) Segmented I mage by proposed method

. (b) .
Figure 2: (a) Right breast MRI corrupted by Gaussian noise (b) Segmented Image by KFCM (c) Segmented I mage by FCM based SVM
(d) Segmented Image by FCM-SVM (e) Segmented Image by KFCM -FSVM (f) Segmented I mage by proposed method

Figs. 1(b-f) &2(b-f) represent the segmentatioruttssof four existed methods that are KFCM, FCMdmhSVM,
FCM-SVM, KFCM-FSVM and proposed method executedGaussian noise corrupted real left and right breast
MRIs. We add a Gaussian noise just for provingefiectiveness and for comparative analysis butature the
MRIs are not affected by such a noise. Figs. 1(B2i]b-d) shows that conventional KFCM has givepoar result

in the presence of Gaussian noise as well as FCGdb&VM and FCM-SVM have also provided almost same
result of KFCM. It can be noted that KFCM-FSVM ttito remove noise in the MRIs but failed to remthe noise
completely which is given in Fig. 1(e) & 2(e). Besa of novel spatial constraint term and effectivgance
function, our proposed method succeeds well in xéngonoise and provides better segmentation résatt other
existed methods in fig.1(f) & 2(f).

On the whole, from the Figs. 1(b-f) and 2(b-f) vem@asily understand that the existed methodseesensitive
to noises where as our proposed method still matgesand attain the best segmentation performanang the
methods.

B. Quantitative analysis of Segmentation result

In order to measure the segmentation accuracy,seeFuzzy Partition coefficient and Fuzzy entropythuds in
this section. Fuzzy Partition coefficient is defires follows:
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n K 2
E Lizq Xge=1Mik

Pc = - . (45)

-3 Zf=;mik109mik (46)

And, Fuzzy entropy is defined &g, =

The above partition coefficient validity method reeges the fuzziness of the partition without coesity dataset
itself. A good partition is realized by the maximwadue of fuzzy partition coefficient in the sigiséince of a least
fuzzy clustering. Fuzzy partition entropy measgjiges the information about the membership matrdt n
considering the dataset. In this method, the minimvalue represents good partition in the meaning wfore crisp
partition.

So it can be realized that the algorithm providest lsegmentation result whepc attains maximum value &ipe
attains minimum value.

Table 1 gives the values &pc andFpe of the proposed method and four existed metmorckal breast MRI and
knee bone MRI. Further, Table 2 gives the iteratbtmunt and error rate of proposed method and thstee
methods, where the error rate can be calculateddbaamber of misclassified objects and the totahlmer of

objects in the data. That is

Error (in %) — Number of misclassified patterns % 100 (47)

Total number of patterns

The misclassified objects are identified from thkofving formula:

~i (48)

max{Bi,Bi'}

M(p;) =
Here,

B, = mink{Agk)/i =12,..,N k=12, ...,K} where Agk) = Average{Dist(y;, cx)}

Dist(p;, c) is the distance betwegnand all the elements dd. Bi' = Average of distance measure betwegeangl

all other elements in the same cluster. In tMi&;) € [-1,1]. If M(p;) is close to -1, then the elementip
considered as misclassified objects.

Table 1: Comparison of the segmentation result on real motion artifact breast MRI

Name of Real right breast MRI | Real right breast MRI | Real left breast MRI | Real left breast MRI
the M ethods Foc Fpoe Foc Fpe
KFCM 0.6923 0.5132 0.7029 0.5129
FCM based SV! 0.723¢ 0.484¢ 0.719: 0.495¢
FCM-SVM 0.798: 0.352¢ 0.810¢ 0.341¢
KFCM-FSVM 0.8723 0.2956 0.8815 0.2547
Proposed method 0.9752 0.1167 0.9812 0.1025

Table 2: Iteration count and error rate

Name of Real right breast MRI | Real right breast MRI | Real left breast MRI | Real left breast MRI
the M ethods Iteration count Error rate Iteration count Error rate
KFCM 65 35% 64 35%
FCM based SVM 58 29% 59 27%
FCM-SVM 42 21% 39 20%
KFCM-FSVM 30 18% 28 17%
Proposed method 16 7% 13 5%

From the table 1, we can see that the existed rdethad lower value for fuzzy partition coefficieamid higher
value for fuzzy entropy which represents the pamgnsentation accuracy. Further, the efficiency of proposed
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method has been proved through obtaining highezlyfpartition coefficient value and lowest fuzzytrepy value
which shows the best segmentation accuracy.

The iteration count and error rate of existed mashand proposed method are given table 2. In teigan realize
that our proposed method has best convergence gpeeth the algorithm that any other methods. Aldw
proposed method has best segmentation accuraegineting real left and right breast MRIs.

This experimental study clearly proved that ourpesed method is promising technique for segmentiedical
images.

CONCLUSION

This work analyzed the problem of segmenting médinages using Fuzzy C-Means based SVM methodhifn t
work we proposed a new framework of hyper tangesed Fuzzy C-means and novel Support Vector Madhine
improve the segmentation accuracy and to deal antpigh the segmentation. A new spatial constraémm was
included in the objective function of hyper tangkased FCM in order remove the noises in the bid&it To deal
the non-linearity, hyper tangent induced distanoecfion was used in both FCM and SVM. The propasethod
and existed methods were applied on real rightleftdreast MRI and the results were compared bisthally and
quantitatively to prove the effectiveness of praggbsnethod. This paper suggests that our proposedefvork is
promising technique for medical image segmentation.

REFERENCES

[1] J.C BezdekPattern Recognition with Fuzzy Objective Function Algorithms, (1981) New York, Plenum Press.
[2] J.C Bezdek and S.K. P&uzzy Models for Pattern Recognition, (1992) New York: IEEE Press.

[3] Chia-Feng Juang and Shen-Jie SNieyrocomputing 71 2008) 3409-3420.

[4] O. Dancea et al., AIEEE International Conference on Automation Quality and Testing Robotics (AQTR),
(2010), val. 3, pp.1-6.

[5] J.C DunnJournal of Cybernetics1973) 3 pp.32-57.

[6] Feng Zhao, Licheng Jiao, Hangiang Liu and Xinbo &agnal Processing, (2011) No. 91, pp.988—-999.

[7] C.F. Juang and C.D Hsiemternational Journal of General Systems, Volume 38, Issue 3 Apri2009 , pages
273 — 289.

[8] Jih-Jeng Huang, Gwo-Hshiung Tzeng and Chorng-Shy@ng, Expert Systems with Applications 32 007)
313-317.

[9] S.R. Kannan, A. Sathya, S. Ramathilagdouynal of Systems and Software, (2010) 83, 2487-2495.

[10]S.R Kannan, A. Sathya, S. Ramathilagdnternational Journal of Soft Computing (Springer Publication),
(2009) Vol.8(4) pp. 1599-1606.

[11]S. R. Kannan et aComputer in Biology and Medical, (2013) 43(2): 73-83.

[12]S. R. Kannan, et alComput. J. (2013), 56(3): 393-406.

[13]Karan Sikka, Nitesh Sinha, Pankaj K. Singh and AtniMishra, Magnetic Resonance Imaging (2009)27, 994—
1004.

[14]S. Ramathilagam et alJournal of Intelligent and Fuzzy Systems, (2014) 27(5): 2573-2595.

[15]Ruspini E.H Information and Control, (1969)15(1) pp.22-32.

[16] A Sathya et allEEE Digital Library, (2012), pp.62-72.

[17]A Sathya, Anudevi Samuel, and M.S. Sheeba, RohustyFC-Means based Minimal Spanning tree method For
Segmentation of Breast MRhternational Conference on Mathematical ScienEt&sgvier Publications2014) pp.
495-501.

[18]B.Scholkopf and A.J.Smola, Learning with Kernelspfort Vector Machines, Regularization, Optimizatio
and Beyond, MIT Press, Cambridge, M2802.

[19]V.N. Vapnik, Satistical Learning Theory, (1998) New York, NY: JohnWiley & Sons.

[20]V.N. Vapnik, The Nature of Satistical Learning Theory, (2000) 2nd ed. New York, NY: Springer.

[21]Weijie Chen, L. Giger Maryellen and Ulrich Bickcademic Radiology (2006)13(1), 63-72.

[22] Xiang-Yang Wang, Ting Wang and Juan Baitern Recognition 44 011) 777-787.

[23] Xiaowei Yang., et allEEE TRANSACTION ON Fuzzy SysTemS, (2011) Vol.19 , Issue: 1, pp. 105 — 115.

[24]Ye Xing et al., Simultaneous Estimation and Segatént of T1 Map for Breast parenchyma Measuremétht,
|EEE International Symposium on Biomedical Imaging, (2007),pp. 332 — 335.

290



M. S. Sheeba and A. Sathya J. Chem. Pharm. Res,, 2015, 7(2):281-291

[25]Zadeh L.A, Fuzzy sets. Inf. Control (81965), pp. 338—-353.

[26]Zhiwen Yu, Hau-San Wong and Guihua Wen, A modiiegport vector machine and its application to image
segmentationmage and Vision Computing, (2011), vol. 29, pp.29-40.

[27]Zhi MinWang, YengChaiSoh, QingSong, KangSkattern Recognition (2009), 42, 2029 — 2044.

291



