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ABSTRACT

DNA microarray data often contain tens of thousands of genes, where have a lot of irrelevant and redundant genes,
these genes may seriously affect the accuracy and efficiency of classification. In order to solve this problem, this
paper proposes a feature gene selection method based on improved harmony search algorithm. Firstly, genes are
ranked using Relief F algorithm and preselected genes subset is obtained according to ranked-top genes .Then using
improved harmony search algorithm to select feature genes from above genes subset. Finally we implement
simulation experiments on three public microarray data sets. The results show that the proposed algorithm can
achieve very high accuracy in the feature genes less, and is a effective and efficient feature genes selection algorithm.
Especially, selected feature genes can help to understand microarray data.
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INTRODUCTION

Gene chip [1] which also known as the DNA microgrig an advanced, large-scale, high-throughputctiete
technology , which has been widely and successfalpplied in many fields of disease diagnosis, drug
screening[2-3], and will be for human disease miisis, treatment and prevention of opening up new; provide
technical support platform for the rapid screenargl pharmacogenomics in drug development studidsaof
compounds.

Microarray data set contains tens of thousand®oég, but the number of samples are often lessathatundred.
In the tens of thousands of genes, most of there havobvious contribution for cancer classificationly a small
amount of closely related genes have relationsiiip tive classification task, and the noise and meldat genes will
seriously affect the classification performance aiffitiency. In order to figure out this problemgwhoose the
solution like using genes selection to eliminate tbdundant and irrelevant genes, and will redneedecrease the
cost and improve the accuracy of clinical diagnosiand this method also supply the reliable ba4i§][for
predicting disease .

At present, there are to two way to take featuregeelection which is filtration method(Filter) awthding method
(Wrapper) [6-7]. The filtering method is usuallyopded as a strategy to evaluate the relevance af gane
classification task, then order genes by the le¥adorrelation and choose the higher ranking gexsethe feature
gene. The common filter method include "t- tesf]; [Fisher index" [9], "ReliefF"[10] and " classifation index"
[11]. It has many advantages like high efficieregsy to implement, but it does not consider theraation between
each genes and will easily lead to produce thendait genes. Wrapper method is usually adoptedatuating
classification algorithm for classification perfaante on a feature gene subset, then accordingetevhluation
result according to some strategy on set to adjusitider to seek optimal factor set objective. 8drauristic search
algorithm has been widely used in this field, sashgenetic algorithm (Genetic Algorithm, [12-13] GAarticle
swarm optimization (Particle Swarm Optimization,d14], ant colony algorithm (Ant Colony Optimizar,
ACO) [15]. Wrapper method has the advantages ofl ghassification performance, less feature genectieh, but
also have many disadvantages such as huge cabeylbigh time complexity, producing over fittinggrfomenon in
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the high dimension, high noise data.

In order to solve this problem, this paper propasbgbrid method of feature gene selection. Tha fitage is based
on the ReliefF algorithm and calculate the corretabetween each gene and categorical attributes. SEcond
phase is using the improved harmony search algorith select feature gene. Voice search algorith@rrfibny
Search, HS) is a new intelligent optimization aithon, which simulates the process of the musictangenerate a
wonderful harmony by repeatedly adjusting varioussitzal tone. The algorithm has many advantages asidbss
adjustable parameters, a group of search capalshtyy to merge with other algorithms. But the lmarnsearch
algorithm has some phenomenon with other intelligdgorithms which is premature. On the basis @] [this
paper, it will optimize harmony search algorithemd will experiment on 3 public microarray dataséthe
experiment results show that the algorithm is aufeagene selection algorithm wich have global deaapability,
high classification accuracy, and also could elatgrthe noise and redundant gene. .

EXPERIMENTAL SECTION

Relief F algorithm:

ReliefF is an extended and more robust versiomefariginal Relief algorithm [12]. In contrast taany heuristic
measures for feature selection, ReliefF does rautras conditional independence of the variables.rai@ idea of
ReliefF is to estimate the quality of features llase how good their values discriminate betweenpdasnthat are
close. Consecutively random samples are drawn fl@rdata set. Each time the k nearest neighbotiseofame
class and the opposite class are determined. Basdtiese neighboring cases the weights of thebates are
adjusted. As within the two previous algorithms Hagiables are ranked and different models are byidropping
the variable with the smallest weight. The remainiart of the selection procedure is completelfagmus to the
one followed in the two previous methods. Althoubh ReliefF algorithm is computationally more exgiga and
complex than the previous techniques, the cosh@&daustive search is still much higher.

Harmony algorithm:

The HS algorithm has been recently developed iaraogy with music improvisation process where giass in

an ensemble continue to polish their pitches ireoitd obtain better harmony. Jazz improvisatiorksde find

musically pleasing harmony similar to the optimuesign process which seeks to find optimum solufidre pitch

of each musical instrument determines the aesthettty, just as the objective function value &etmined by the
set of values assigned to each decision varialtie. steps in the procedure of classical harmonyckealgorithm

are as follows:

Step 1. Initialize the problem and algorithm partar®e The optimization problem is specified asdiok:
Minimize f (x) st. x0OX,i=12;-- N

wheref (x) is an objective function; x is the set of each siedi variablex ; N is the number of decision

variables X, is the set of the possible range of values forhedecision variableX; : X < X, <x’ . The HS

algorithm parameters are also specified in thip.stdese are the harmony memory size (HMS), ontiraber of
solution vectors in the harmony memory; harmony wmgntonsidering rate (HMCR); pitch adjusting raBAR);
and the number of improvisations(Tmax), or stoppntgrion.

Step 2. Initialize the harmony memory. The HM matsi filled with as many randomly generated soluti@ctors
as the HMS

x| 0x) X x| )
2 2 2 2 2 2
am =) X | FO) |2 %8 K 1)
XH.MS f(XHMS) ><:LHMS X;'.MS XHMS f(XHMS)
N

Step 3. Improvise a new harmony. Generating a namndny is called 'improvisation’. A new harmony vag
X =(X,%,,*,X, ), iS generated based on three rules: (1)memoryidenasion, (2)pitch adjustment ,(3)random

selection. The procedure works as figure x1=(X,X,,--,X,) iS the ith component of x , and
>qj(j =1,2,--,HMS) is theith component of thgth candidate solution vector in HM. Both andrand() are
uniformly generated random number in the regiof0df], and bw is an arbitrary distance bandwidth.
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Step 4. Update harmony memory. If the new harmaor, X =(X,X,, --,X, ) is better than the worst harmony

in the HM, judged in terms of the objective funatiealue, the new harmony is included in the HM #ralexisting
worst harmony is excluded from the HM.

Step 5. Check stopping criterion. If the stoppimgedon (maximum number of improvisations) is sééd,
computation is terminated. Otherwise, Steps 3 aark4epeated.

Our proposed method:

As with other intelligent algorithm, harmony seastgorithm has premature phenomenon. In order évamme the
algorithm later stagnation, this article uses fkerdture in [16] algorithm, the introduction ofettparameters, it
increases with the number of iterations and redboeeworst at the early stage of the algorithm, aragjor updates
and curry, late updates the best harmony harmonlyeidibrary, this kind of algorithm can effectiygbrevent the
premature phenomenon, and can accelerate the tivergence process. The improved harmony searchithlgo
and specific steps are as follows:

Step 1: set up parameters: the number of varialNeshe maximum number of iteration§,_, ; harmony memory
size HMS ; tone tuning probability PAR ; the pitch adjusting bandwidthw ; memory value probabilityHMCR .
Step 2: initialization of memoryHM : According tox = round(rand(1,N)), the vector is randomly generated,

which is composed of ‘0’ and ‘1’ and length i .The ‘1’ and ‘0’ represent that the correspondiegeis selected
or not selected.

Step 3: calculate each harmony fithess valueHill : training subset and testing subset are producedrding
x ,and then classification accuracy by using SVMestihg subset is as fitness value xfthatis f, = f(x) ,and

the best harmonyx,, and worst harmonyx,,, are found out.

Step 4: generate a random numbrend and compare with#&VSR. If rand >WSR the worst harmonyx,, iS
selected, that isx,,, = X, ;0therwise the best harmony,, is selected, that i, = X, -

Step 5: generate a new variable.rdind < HMCR ,the new variable comes from harmony memory; otrewif
rand < PAR ,the new variable is adjusted accordingxq, =round(x., +(2xrand —1)xbw),

otherwise x.,, = round(rand(1,N)).

Step 6: step 5 is repeated until all variableseaf harmony are generated.

Step 7: update harmony memory. Firstly, the fitrefssew harmony is calculated, that i§,, = f(X,,) -
Secondly, if the worst harmony is selected, thég,and f,, . are compared. If f, > f o .then X, o = X, - if
the best harmony is selected, thép,, and f _ are compared. If f_, > f .then X =X, -

Step 8: check the algorithm termination conditiostermination conditions is achieved, the bestnfany is
outputted, otherwise goto step 3.

EXPERIMENTAL DATAAND METHODS

To evaluate performance of our proposed methodh dignchmark microarray datasets are selected settlin our
experiments. The three datasets are describetla1a

Table 1 three benchmark cancer microarray datasets

Data set classes genes samples training sanples teatqgles
DLBCL 2 7129 77 32 45
Leukemia 3 7129 72 38 34
ALL 6 12625 248 148 100

Experimental results and analysis:

In order to easy to study the RWBHS algorithmakes primary gene sub$¢t=500 and N=1000, and gives
the result of freature gene selection method basethe classical harmony search algorithm (RHS)rider to
avoid the influence of randomness of algorithm, RM®algorithm and RHS algorithm will runs 10 times.

(1) The classification accuracy
Figure 1 shows accuracy of the iterative processvaigorithm in theN =500 classification . We can observe the
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convergence of RWBHS algorithm is superior than R&l§orithm from the chart. The average classifarati
accuracy on 3 datasets are higher than RHS alggrithmeans that RWBHS algorithm has better glaiealrch
capability.
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Figure 1 The average classification accuracy of iterative curve (N=500)

Table 2 Comparison of classification accuracy (N=500)

RHS algorithm RWBHS algorithm
Data se] SVM(% 9
(% Best(%) | Worst(% aver;lge(/lo Best(%) | Worst(%)| average(%o)
DLBCL | 75.6 93.3 91.1 91.8 100 100 100
Leukemig 55.9 97.1 94.1 96.8 100 100 100
ALL 68 98 97 97.4 100 100 100
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Table 2 is the results of classification accur&g. can observe that the accuracy rate of RWBHSihgo can
reach 100% in each experiment in the 3 data sassification, it means that the algorithm has \&rgng stability.

(2) The number of feature gene

Figure 2 shows the iterative process feature gahses algorithm of N =500. We can see from the figure above,
RWBHS algorithm convergence curve more smooth, thmber of feature gene optimal feature search ¢o th
syndrome factor set was much less than that of &g&ithm.
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Figure 2 Aver age featur e gene subset iterative curve (N=500)

Table 3 is the results of feature gene subset lsearihe. We can see, the RWBHS algorithm couldatffely reject
noise and irrelevant and redundant genes, and sealdth on the DLBCL data set of 2, on the Leukeatata set of
2, on the ALL data set of 7, please see table 4.
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Table 3 feature gene subset numbers (N=500)
RHS algorithm RWBHS algorithm
Data se{ gene
Best Worst | averag¢ Best Wordt  avers ge
DLBCL | 7129 141 173 153 2 4 3
T 7129 152 167 158 2 5 4
ALL 12625 164 181 173 7 15 11
Table 4 the feature gene subset (N=500)
Data set Num Gene sequence (Series)
DLBCL 2 {555, 1790}
Leukemia 2 {5543, 1685}
ALL 7 {3331, 6583,8615,8063,12305,6628,8556}
0:6— OOO;O og o% o OO
0.4} © ®
0.2t 8386}00 ? *ﬂﬁ F* « '

555

Figure 3 The classification resultson DLBCL data sets
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Figure 4 The classification results on L eukemia data sets

Figure 3 shows 2D{555,1790} scatter diagram which the optimal RWBHS algoriteearched in DLBCL data
sets on the syndrome factor. Figure 4 shows {8543,1685} scatter diagram which the optimal RWBHS

algorithm searched in Leukemia data sets on thereyme factor. The DLBCL data set which belongshe 2
classification problems, Figure 3 shows that twaesiof figure two class data clear and can be Iglsaparated.
The Leukemia data set which belongs to the 3 dleason problems, Figure 4 shows that first cldssa mainly
concentrated in the lower right side of the gragdtond kind of data are mainly concentrated inlefteside of
figure, and third kinds of data are mainly concated in the left side. By magnifying the diagramtbe lower left
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side, it can be seen that the second class twoatsatahird kinds of data are very close and easgattse the
classification error.

Based on the test results, we get the followingcheions: 1) RWBHS algorithm is better than RHSoallpm in
classification accuracy. 2) The number of featueaeggobtained by RWBHS algorithm are significandgd than
RHS algorithm.

CONCLUSION

This paper presents a hybrid method of feature getextion. The first stage is based on the RelggBrithm, the
sort of microarray data set, the ranking of N geoesstitute the primary gene subset, second phsisg the
improved harmony search algorithm to select feagiemee. Through simulation experiments on 3 publcroarray
data sets, results show that the classificationracy of the algorithm can reach 100%, the numibéeature gene
and search less, is a feature gene selection thiggrivorthy of further theoretical study.
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