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ABSTRACT

The bootstrap is a great technique for assessing the accuracy of parameters estimator, that have been widely
applied on dtatistical and signal processing problems. A novel algorithm based on block bootstrap for DOA
estimation in small size of snapshots is proposed in impulsive noise background. We filtered the received array
signals to reduced the impact of the impulsive firstly. Then resampled the data for 1000 times to create a new matrix,
therefore an arrival angle is estimated by the root-music algorithm in the conditions of confidence interval.
Smulation results show that higher estimation probability and smaller mean square error can be achieved in the
situation of fewer snapshots received by passive radar system than that of traditional algorithm.
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INTRODUCTION

The problem of DOA estimation of radar signal igortant part in array signal processing, it hastseéot spot in
many areas [1]. The general techniques for the @&Wnation of array signal processing include theventional
beamforming method CBF) and the high-resolution direction finding methodBcause CBF has been gradually
replaced by the High-resolution algorithm due te Rayleigh limit. In 1979, Schmidt proposed the MO$3]
method which promotes the development of subsplgeoeithm for array signal processing. It creatgotecedent of
subspace algorithms.Most subspace algorithm hasitenfresolution according to the assumptions gfingstote
conditions (if we have infinite number of snapshmt$SNR) [8], so called " super-resolution " algiom. In order to
improve the performance estimation, researcher termhly be interested in finding or improve algon in the
past of the array direction finding technology eesé, ignoring the array structure. In practicaplagtions, it is
difficult to continuous capture of many radiatingusce pulses, so the number of snapshots and SalRftem
unsatisfactory. Therefore the DOA estimation methodewer snapshots has important practical sigaifce. In
recent year, the correntropy based correlation (CREJSIC)[5]. the extended pth-order cyclic MUSIC algorithm
(EX-POC-MUSIC) [6]. the reconstructed fractional lower order covargn®FLOC-MUSIC)[7] and other
algorithms in Ref[8] are proposed to solve the probof direction under different conditions .All@le methods
need large number of snapshots,but it is diffitaltapture the enough snapshots in the complexrefeagnetic
environment.So we proposed a novel method to shl@roblem.

The bootstrap technique was introduced in 1979 tayglBy Efron [9]. Although the theory of bootstiasimple but
it has subsequently been used to solve many prabiersignal processing field that would be too cbeaped for
traditional statistical analysis. After decadesdefzelopment, the frontier research includes thepeddent and
identically distributed data (i.i.d), Model-basebe block (or moving block) bootstrap, the naivetstrap, Sieve
bootstrap etc. Applications of Bootstrap have besported in radar signal processing [10], Imagecgssing
[11][12], and time-frequency analysis [13]. In tilkse fields, bootstrap methods have been useagptoxmate the
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distribution of an estimator. Different to most meds of computing parameter estimators for the praameters,
which assume that the numbers of sample are vegg,léhe few samples in bootstrap are resamplecbmputer.

These assignments and re-computations are donedusdf times and treated as repeated experinmlantssence,
this method can be used for few real data to getlgmarameter estimation as large real data. Thestoap becomes
an extremely attractive tool in that it requiresyvittle in the way of modeling, assumptions, obysis and it can
be applied in an automatic way. The bootstrap semsally a computer-based method that substitaesiderable
amounts of computation in place of theoretical ysial[14]. In the field of array signal processiBgeich [8] used

bootstrap methods for multiple hypothesis testargl proposed a novel number of sources estimatathad based
on narrow band array model. Zhihua[15] applied ltbetstrap to the number of sources estimation umdpulse

noise, ect. However, there are few reports on tBé\ Bstimation, so the research of DOA using boagsts actively

significance.

Signal model

The setting for the data model is as follows: Nroarband sources with same wavelength impingingrotniform
Linear Array (ULA) with M sensors and the spacingween the adjacent elements is half wavelengtb. arhay
received data is given by:

X(t) = AS(t) + N(t) 1)

The covariance of received data is given by:
H H
R, =E[x(t)x(t) ]=ARA +R @

The proposed method
According to the characteristics of impulsive noise filtering and limiting the received signal stity. Then
resampling the data using the block-bootstrap ebdilding the matrix.The general process is shawrabl.

Table 1: The steps of proposed method

Stepl:Preprocessing the signal data received frbfh U

Step2:Calculate the covariandg() of the processed data.

Step3:Resample th&R to get R)E using the bootstrap method

Step4:Estimate the sample eigenvalues, calculatdithction of arrival with root-music.
Step5:Repeat the step 3 to 4 B times to obtais¢hef angle.
Step6:Recalculate angle according to the confiderteeval use the empirical distributiof.

The particular steps of stepl are as follows:
Get the absolute values of the vector data recdiegd the ULA, and find out the maximunx(_. )and meank; )
from the absolute values;

If X > alX ,then X,

I max

=b0OX ,or remain the X, . .

i max
Repeat these steps until all the values are less #X .

2001+ a)

Define a=
05+ ;}GSNR

and the GNSRis Generalized SNR.

,and b= 06(2+a), wherea O (0,2] is the characteristic coefficient of the impulsivaise

Simulations
Experiments are conducted in this section to comphe effectiveness of the proposed strategy aadother
methods (FLOM,RFLOC).

Experiment 1: Assuming thea = 1.6 and the G\R =5 ,the number of snapshots = 1000, the filtering results is
shown in Figure 1:

633



Liu Lel and Diao Ming J. Chem. Pharm. Res,, 2015, 7(3):632-635

45

Including the impulsive noise

40+

35-

30F

251

Amplitude

20

15¢

10+

&

0 i I I I I I I I I |
0 100 200 300 400 500 600 700 800 900 1000
Number of samples

Fig 1a: Thedata including the impulsive noise
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Fig 1b: Theresults after filtering

Experiment 2: Assuming that one narrow sources impinging on ULi#hw sensors. The distance of adjacent
sensors is half of the wave length of signals restki The azimuth angle of signal is 30°, teNR =5 ,and the

a =12. The signal was resampled 1000 times. Each gréwyxmeriments is carried for 200 times though Monte
Carlo simulation to compare the three algorithmdeurthe conditions of varied snapshots. If itdsuamed to be
successful with the estimate” is confined |8 - 6 k 05 ,then the probability of successful of the thregoathms
have shown in Fig.2 .

~Proposed method

Number of snapshots
Fig 2: The probability of successin varied snapshots

In the Fig.1la we can see that the received sigmailsh including the impulsive noise, and the cuirvéhe figl.b are
limited effectively. The proposed method is complavdth the other two algorithms in fig.2.The probip of
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successful is superior to the others in the camalitif L < 250.
CONCLUSION

A novel algorithm based on filter and bootstrap OA estimation of fewer snapshots in impulsive seoi
environment is proposed. The first step is to ffillee received array signals and second step @seate a new
matrix by using the bootstrap method, then an akiawgle is estimated by the music algorithm indbeditions of
confidence interval . It is illustrated that theoposed method has higher probability of successftimation
compared with the FLOC algorithm and the RFLOC atgm which runs Monte Carlo simulation for 200 &min
the conditions of fewer snapshots. The fewer thrabrar of snapshots the more obvious effects inithg,fhowever
the parameter curve of proposed method have nbtestnd linear because of the inherent disadvastade
bootstrap. We plan to improve the confidence irdkand using the new model to approximate of the tralue to
increase probability of success in the future netea
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