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ABSTRACT

The basic idea of particle swarm algorithm is inspired by the results of modeling and Smulation of the social
behavior of bird. Neural network is a highly nonlinear system and the characteristics of general nonlinear systems.
This paper analyzes the basic principle of the design of routing protocol of wireless sensor network. The paper
presents design of wireless sensor network routing protocol by particle swarm optimization algorithm and neural
network technology. The final design of experiments demongtrates the effectiveness of the proposed design scheme.
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INTRODUCTION

Intelligent sensor adopts the field bus connectetbtm a local area network. With the developmenwieless

communication technology is introduced into thessenthe revolutionary change of development amliegtion

of sensor network technology in wireless sensowoeds, as a symbol of the new sensor network rebefeld,

provides a number of challenging subject in thadotheeory and engineering technology, two layerdoience and
technology workers.

Wireless sensor network referred to as WSN, ismaposed of a large number of small sensor netwdnks& small
sensors generally referred to as sensor node . r&@nerally such networks have one or several Siat®ns
(called sink) is used to focus the data collectedhfa small sensor.

Particle swarm algorithm is put forward in 1995tl& earliest, the birds, fish feeding process ntigmaand
accumulation is the simulation, genetic algoritremt colony algorithm and a swarm intelligence opation
algorithm, has become another important branchefritelligent optimization algorithm.

The basic idea of particle swarm algorithm is insgiby the results of modeling and Simulation of gocial
behavior of bird. Model and simulation algorithmtbé&ir main modified the model, to make the pagsdoward the
solution space and landing on the best solutiome ke described the origin of particle swarm aldpni thought,
development of social psychology revealed: we &eefish or birds aggregation behavior of followelrs.the

continuous interaction process of people, due ¢ontlatual influence and imitation, they will becomere similar,

the result is a specification and civilization.

The advantages and disadvantages of BP neural rietsvbased on modern neuroscience, biology, pdgggcand
other disciplines on the study, it reflects theldmgcal neural system to deal with the outside @asg the basic
process, computing system developed based on Siomutz brain nerve tissue on, is configured byé number
of processing units through extensive Internet petwsystem, it has the basic characters of biokdgieural
system, to a certain extent, reflects some refteztfunction of human brain, is a simulation ofialdgical system,
has the massively parallel, distributed processel;organizing, self-learning etc.. As the sensmdes will have a
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similar meaning data, and it is aggregation of lsimgcontent will reduce the amount of data transiis Data
fusion is to collect data from multiple source nedby some or all nodes of the network data managemre
allowed to execute [1]. Under normal circumstanadgsta fusion and consumed much less than the dost o
transmission energy to, can achieve the purposawhg energy by data fusion. This technique iselyidised for
routing protocol energy efficient utilization anctsmission optimization. The paper presents desigmireless
sensor network routing protocol by particle swarptiraization algorithm and neural network technology

2. Integration of particle swarm algorithm and neural network

Swarm intelligence, these simulation systems basddcal information which may result in group beiloa cannot
be predicted. Particle swarm optimization algoritfi$0) to simulate the simple social system is tideaorigin of.
Initially conceived is to simulate the process élb foraging. But later found that PSO is a goptimization tool.

Neural network training results of global destrontis not the BP cause a great impact on the lorcalpart of the
neurons, that is to say even if the system canvatilk normally under the local damage. BP neuslvork has the
ability of tolerating the, as is shown by equatfan
Support _count(ALI B)

Support _count(A) 1)

confidence(A= B) = P(B| A) =

FUZZY ART is not a general system, it can accepal@yn composite FUZZY input, which is to guide the
composition is 0 and 1 between the real data. W&kigl NN and FUZZY ART NN is used in the design oéth

aggregation task, FUZZY ARTMAP is a homomorphisnagdy including neural network of two kinds of FUZZY
ART network, can be applied to the composite inplatssification task. FUZZY ARTMAP tool is a special
pretreatment process, angle decoding, is a kimdpait normalized response and non response.

Artificial neural network is a kind of model com&®m the human nervous system, is an important feaythe

simulation of human intelligence, ability of thimij in images is part of the simulation of humaris komposed of
simple information processing unit (artificial neus, referred to as neurons) interconnection oivorks, can
accept and process information, network of infofaraprocessing by the interaction between the msiog units
to achieve, it is through the problem expresseal mrocessing unit connection between the rightiudte.

Particle swarm algorithm for maximum and genetgodathms in common is that are based on "group'e ™o
algorithms are random initialization populationinéiss calculation based on the probability, and tbecarry on the
random search certain according to the fithesseyaud are not guaranteed to find the optimal ssluGenetic
algorithm is mainly related to three operatorsesgbn, crossover and mutation operator. Stochasteleration in
particle swarm optimization algorithm makes thetipkes near to its individual best position and yrahe best
position, as is shown by equation (2) [2], anddiessover operator is similar to genetic algorithraome extent.

X (t +1) = X (t) TV (t +1) )

The subscript j denotes the dimension: J partitkessubscript i said particles |, T representsTitgeneration, C1,
C2 as the acceleration constants, usually in tH# {#tween values, R1 ~U (0,1), R2 ~U (0,1) twadan function
independent of each other. From the particle eimiuéquation can be seen, C1 regulates the partilyigo the
individual best position direction step, C2 regiaatof particles to the global best position thght length.

According to the particle neighborhood for an entiroup and PSO is divided into a global modellandl model.
For the model of other particles, each particle tnedwhole group to exchange information, and toenthe best
position of all particles in the historical treriRbinted out that although the model has fast cayjarere speed, but it
is easy to fall into local extremism. In order teeccome the disadvantages of using the global meahd it is to
particle exchange information only in a certaingidiorhood; put forward a variety of local model.

BP neural network model, in order to make the netwmerformance of the BP algorithm, the one-dimensi

cannot use the traditional search method for eacation step, and must be the rule update stepaqu®y assigned
network, this method will cause the algorithm iieént. Above all, and it led to the BP neural netkvalgorithm

slow convergence phenomena.

The fuzzy ART network for a new mode of learningg tliagnosis conclusion and receiving external dioation
mechanism by experts, and it is to supplement tlzeyf knowledge in expert systems. To have beerugiirdhe
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fault sample, using the method of fuzzy reasonilagnbsis, fuzzy diagnosis expert system based ehiteshold
principle derived fault conclusion system, givem thossible fault point or reason. Due to the fuamghmetic
reasoning is lesser, can meet the rules and tlegmémn algorithm of structure learning, real-timnitoring and
fault diagnosis of the ART neural network.

In the standard particle swarm optimization aldonif inertia weight W is used to control the spekthe degree of
influence on the history of current velocity, balad PSO algorithm's global search ability and Isealrch ability.
If W is larger, then the particles have the abitidyextend the search space, strong capabilityatfad search. If W
is small, the particles are mainly search in theent solution nearby, local search and strong.

3. Analysisand evaluation of routing protocols for Wireless Sensor Networks
Sensor, sensing the object and the observer ar8 thasic elements of the sensor network; wired eless
network is a means of communication between sessmsor and observer, is used to establish a coroatiom
path between the sensors and the observer; comeessnsing, collecting, processing, publishingcpptual
information is the basic function of sensor netwokkgroup of sensor collaboration features limitedcomplete
large perception task is an important characterddtivireless sensor network.

Protocols in wireless sensor networks, when an Mdgsage has joined the routing backbone node 8ivesche
node S2, it first compares the distance paramétemparent node and the value in the Adv message;dmparison
results there are three cases: a) if the parerd disthince parameter value for node S1 is smé#flen, S1 ignore this
the Adv message; b) if the distance parameterspafr@nt node and a Adv message in the same vatu82not in
the parent node of S1 set, then the S1 S2 is amded parent node's own collection; c) if the atise parameter
values in the Adv message is small, then the Styepayent sensor node and gateway node routing, sown by
equation (3).

w(m,s) = Si(h A(MM +i)jw(mM +j-)+w(mM +s-1)

j=L\li=s-1

(3)

Routing protocol is one of the important factorattmfluence the performance of the network, iskég to ensure
the normal operation of the WSN network. Althougds made a lot of agreement, but in the end it ost

appropriate is inconclusive. So the research ofeh®uting protocols, a comparative analysis of tvkiad of

routing protocol is relatively appropriate is vényportant.

Because the sensor nodes in the network are numesoit can't be like the Adhoc method to consttiue network
so as to establish a unique identifier for eachen@®). In addition, because the sensor nodes amdomly
configuration, so the network of nodes must beeotdld information screening [3]. So, the colleatiath is often
redundant information many. Such an agreementrg mefficient in terms of energy utilization, as $hown by
equation (4).

Cj(x,y):mle¢(j,x1,y1)+W2 ><W¢(j,x2,y2) @)

The existence of flooding protocol problems aréadlews: the existence of burst message, namelgde meceives
multiple copies of a data node phenomenon, S td data to the D node, the first node S to send tatdl of its
neighbors node A, B, C. A, B, C, then data is boaatito the neighbor nodes in their respectiveggixsending this
data to the neighboring nodes outside own), smtltke D will receive a lot of the same data. Thatiag problems
of information overlap, i.e. in the adjacent simg&nsor nodes of the same observation environsieunttaneously
to a node sends data, thus received double cofike data of the imagination.

This paper focuses on routing protocol of wirelesasor network LEACH protocol and SEP protocolbptigh the
comparison and analysis of its performance that howmprove energy efficiency, and prolong the ratw
lifetime.

4. Design of wireless sensor network routing protocol by particle swarm optimization algorithm and neural
networ k technology

The wide dissemination of particle swarm algoritlenthat it has other intelligent optimization aloms do not
have the advantage, particle swarm algorithm basedeal coding, processed directly in the problesmalin,
without conversion, and the algorithm is easy tlize single [4]. In the processing of low comptgs problem is
that there are certain advantages. Intelligenthapétion algorithm, but also it is the existencedefects of general
intelligent optimization algorithm.
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Neural network is a highly nonlinear system, therelteristics of general nonlinear systems. Altthodige
composition and function of a single neuron is extely limited, but a large number of neurons cautgti the
network system, the function is can achieve exthgmeh and colorful. So in the energy consumpticdeACH

algorithm can guarantee the equal probability iwhezode as the cluster head than SEP, which makesodes in
the network energy consumption is relatively ba¢gh@s shown in figure 1.
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Figure 1. Design of wireless sensor networ k routing protocol based on LEACH with SEP

Figure 1 is a simulation system of access nodeogemnt parameters data screenshots; obtain thespamding
data immediately after the nodes are deployed. ltereexperimental requirements of sensor nodesireless
sensor network can effectively sensing, collecting processing information related to network cagerarea, and
send to the distant base station for further prgings Routing protocols must as far as possibledace the energy
consumption, prolong the network life cycle.

CONCLUSION

The calculation of particle group must be ableadqrm simple space and time; reactive principlga(iy): particle
swarm must be the quality factor of the surroundéngironment to react, can perceive its experiearm social
experience information. After the BP network tramicompleted, weight coefficient obtained is a poéah model.
The paper presents design of wireless sensor rletwating protocol by particle swarm optimizatidgearithm and
neural network technology. When the sample datatiig a plurality of classification data, get ispeedictive
classification model.
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