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ABSTRACT

Based on the research of the DTN secure routirgy hiarsh wild scenario, a novel DTN secure routirgthod was
proposed, in which G/G/1 model and Chebyshev indguaere used in modeling and figuring out the key
parameters. After that was a simulation experintdrihe whole DTN process under ONES simulatiorstad the
experimental data was compared with the expectdd ta confirm the key factors that are affectingtey
transmission efficiency.
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INTRODUCTION

Harsh wild Scenario is a special network applicatstructure which is emerged as the demands ofamiliand
expedition nowadays. Complex environment includesll high density of fire, signal masking, extremeather
events and some other harsh environment that affectire communication. In these conditions, wigeles
communication nodes will be damaged and causesh énanetwork link, so combat units cannot commat@dn
security directly .Therefore, a DTN routing is neddn order to realize efficient transmission unsteme degree of
delay tolerance. Research institutions at home abrdad have proposed many DTN scenarios based &n DT
special transmission method. For example, NASAfbppsed Periodic connection with satellite netwoNikolaos

et al [3]proposed Delay tolerant bulk data transferthe Internet ,etc. But the DTN secure routiegearch in the
scenario of harsh wild is not mature.

In a harsh wild scenario, because of resourceatiarvin combat radius, participants ,who wereadkd into several
combat groups and scattered to different combatsaj@uld not communicate with each other in riea.t And as
the secrecy and anti-reconnaissance of a militatipra every group took action without carryingoad-distance
mobile device and was not visible to others. Seothethods, like semaphores, were unworkable. idsut, every
group didn’'t share an end-to-end secure link, $9T&l network has to be formed to transfer messagsoimreal
time. And every group should equip a mobile proggde which should meets:

1. Could carry several pieces of datagram messadeiaderstand the delivery target and correspondiote in
order to reach the target.

2. After the delivery, proxy node could go bacld&da source(the corresponding combat group)

3. Could finish 1 and 2 within the allotted time.

4. Node could be a robot, a remote control device @ombat participant.

DTN routing can be classified into two categoriesaretically: the DTN routing without auxiliary nec&nd DTN
routing with auxiliary nodes. The former categangludes Epidemic Routing, Spray and Wait Routind arseries
of constraint-based flooding routing. Data Snaitsithg belongs to the latter one which must intaaxtra secure
communication nodes (mobile proxy nodes) to hedpdferring information, and in this kind of routjreg mobile
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proxy node is shared by all nodes in the network@ays the messenger role in secure communicatbmork.

Although harsh wild scenario DTN network (for hamstd scenario DTN hereafter) belongs to the DT Mtiog

with auxiliary nodes theoretically. But unlike ottreuting of this category, every mobile proxy nadehis scenario
has a fixed and unique affiliation to the corregfing data source node, to avoid competition fomoek resources
and transmission rate decrease caused by demaathimb between data source and sharing mobile proog. If

every data source owns an assigned mobile secunenagnication node, we can focus most of the energyhe

performance improvement of a single node withouisabering the resource contention between dataceqwdes.
Harras and Almeroth el al [4] proposed to apply itgoproxy node in a similar scenario. But in thedaebHarras
built, mobile proxy node delivers message to omlg altimate destination node each time, insteachufi-targets
delivering in order. Harsh wild scenario DTN overas the above shortcomings.

The reminder of this paper is organized as follosction I introduces a harsh wild scenario DTN network
model, of which queuing theory is used to do penfamce analysis. Sectiih simulates the harsh wild scenario
DTN model, and the experimental results obtaindbb&i compared with theoretical data.

ITHARSH WILD SCENARIO DTN MODEL

In a harsh wild scenario DTN network with n nodes,assign one node as data source node, while dles are
all participant nodes. To simplify the analysisq@ss, we assume that source node generates messhgesisson

distribution of which the average valuehNsand the messages are put into a FIFO queue. \Wieemobile proxy

node leaves the source node, it will get fixed ggeaf messages to its own message queue in ogdshdavn in Fig.

1, ultimate destination nodes of the 6 pieces ofsages are 1,3,4,5,6,9 respectively). The proxy nodves to

each destination node in turn at a constant vglacdind deliver message to each correspondingnégisin node.

After all the delivery is done, the proxy node wgt back to the source node. All participant naatesdistributed on
an arc of length 1 whose circle center is the datace, so the distance to every participant nedke same after
proxy node departuring from the data source.

Fig. 1: A simpleillustration of harsh wild scenario DTN

When data source generates a piece of messag#, iandomly choose one participant node as a dattin. A
successful delivery depends (1) message reachethat#sy node successfully.(2)transmission time usthcbe
within expiration time ,or the message will be dreg.

When belonging proxy node is filled up with the titestion information, it will start transmission #te leftmost
destination node and move to the next in a cloakwis

In performance analysis part we will demonstrage thfferent network status have different affemter harsh wild
scenario DTN model. Two major parameters to measgeefficiency of harsh wild scenario DTN modeg ar
message arrival rate and message delay. The fangeshows the probability that a message coulcehets the
destination within expiration time. And the latfaeans the interval between time to reach destimatia time to
reach the buffer. As message arrival rate dependth® variation of message delay, we should be stithe
expectation and variance of message delay at éirgt,then plug them into Chebyshev Inequality toutate the
message arrival rate. When performance analysisharsh wild scenario DTN model, we need an assomphat
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a mobile proxy node has one bulk service queuewsatisfied the feature of G/G/1 model with a cépac(all the
calculation and analysis in the rest of this payerbased on this assumption). According to quethiegry, in order
to deduce the delay and arrival rate, we shoularégut the service time and waiting time of orexcpiof message
first, which are also relevant with the servicediand waiting time of bulk data.

BULK DATA SERVICE TIME X

In harsh wild scenario DTN model, bulk data sertioge is the interval between a proxy node depaguirom the
data source and it coming back to the data souecethe time interval that data transmission teskompletely
done. Obviously that delay is determined by tha da&trvice time, so the expectation and variancgenfice time
are needed to help figuring out the expectationvamidnce of message delay.

First of all, a mobile proxy node is about to lealata source to reach k £ 1) different destination nodes with a
batch of messages. As mentioned before, n pantitipades are distributed on an arc of length 1d,kadestination
nodes is selected from n participant nodes accgriirprobability. So here is a conclusion that ktohation nodes
are scattered randomly on the arc of length 1.

X1.X,...X, are kvalues distributed randomly in the intendgll] with an increasing ordek;(1 < i < k)represents
the distance from the leftmost participant nodéhtoith destination node, that ¥, stands the leftmost destination
node, while X, stands the rightmog,-X; shows the max transmission distanceof exponeatrtade on the arc.

Let F(x) and f(x)be the cumulative distribution function and proltigbidensity function ofX;. As X; obeying
the uniform distribution, obviousl¥(x) = x,f(x) = 1.And we can have the probability density functiény:

o =410 (= )01 ) = (e 8

If radius r of the arc is a constant, the distathee proxy node covers each timg,is= 2r + X, — X(1). From Eq.1:

2t 1 1 —_

Xy = [ feao(X)xdx = k [ x*xdx = k/(k + 1) %)
5 1 1 —_

Xy = Iy fen Cxdx = ke [ (1 = x)*xdx = 1/(k + 1) ©)
X% = k [ x*Tx2dx = k/(k + 2) (4)
X%y = k [ —(x = D x2dx = 2/[(k + D?(k + 2)] (5)
Therefore, the average transmission distance aéxpenent data noJ@ equals:

N _ —— k 1 k-1
Lk=27'+(X(k)—X(1))=2T+(m—m)=27'+m (6)

Let ¢, be the time that mobile proxy node need to fikidhansmission tasks. When proxy node get a velogit
here is:

Ly  2r k-1

= = G (7)

The secondary moment af, is:

— F/ 4r2  4r(k-1) Kk3-3k+2
72— Lk -
Pk v2=zt (k+D)v2 | v2(k+1)2(k+2) (8)

Besides the mentioned results above, a funptibh is also needed to select k nodes from n partitipades (as
destination nodes to receive s message&)is relevant with 2 components:

q(k):The probability that k participant nodes are selddrom n nodes as potential destination nodegdeive s
messages.

h(k):The probability that k nodes given happen to leedbstination nodes to receive s messages .Obyiousl|

p(k) = q(k) x h(k) 9)

And according to G/G/1 queue model:
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at = (1)< () a0)
S(s, k), the number of methods that could divide s elemaib k non-empty subsets, is needed to confitkd h(
S(s, k) = % o (=Dk (?)js (5(s, k) regardless of the order) (11)
As h(k) = L2,

) = 22k g -y (1) () (12)

After calculating q(k)andh(k), the expectation of bulk data service time X isfomed as follows :

X =Xi=1@ xp(k) (13)

Similarly, the secondary momentXfis calculated as follows:

XE=3 %% HW

(14)
And the variance of the bulk data service tixis 62, = X2 — X2

BULK SERVICEWAITING TIME W
Bulk service waiting time shows the time interviadtt from message m created by data source beiegexdsinto
service queue with capacity s, to proxy node béllegl up and departuring from the data source. giheue service

model in harsh wild scenario DTN fits well with GAGqueue model. In G/G/1 mode{’,l is described as the
average arrival rate of the task and the averalyed task waiting timé&is :

_ ety + (D (1-p)? 12
- 2E(1-p) 2 (15)

I

In Eq.15 , t and,are expectation and variance of the interarrivaketiof bulk data groups. According to G/G/1
modelf:S/A,at = S/Az.And p= AX/S, where p is system utilization. Variable | is the queuevesr idle time (i.e.

— — 2
the time interval that the number of messagessstiean s) arld= 5//1,12 —(s+s )//1. And then :

— _ p(sp—s+1) Ao2,
W= 22(1-p) | 25(1-p) (16)

The secondary moment Wf can be confirmed then:

—_— (1-p[2AW-s(1-p)])
WZ — s Pl 2 S Pl (17)

When the expectation and secondary momehlY efere confirmed, the variance \0f can be obtained:

s(A-p[2AW-s(1-p)]) _ 1=
O'ZW — = _ WZ (18)

SINGLE MESSAGE SERVICE TIME X’

In harsh wild scenario DTN model, as part of thesgage delay, the definition of single message eeitiineX'’ is
similar to bulk data service time& the time that from single piece of message dapag from the queue and
being taken by proxy node, to that message arrigtrtbe destination node.

As the destination node of the single messageésteel randomly from k destination nodes, the etqimn of this
bulk data service time in G/G/1 queue is:

JE— 1 —_— —_
T = X1y (r + X — X)/v (19)
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Its secondary moment is:

3 1
T’ = Zﬁc—q(’” + X — X1))?/v? (20)

According to the concept of order statistics, we chtain:

v 1 k-1 i (k=1 ™

Xo = Iy froCoxdx = k(77 ) 2ty (1) S0 (21)
Yz .. 1 k-1 ~i (k—1\ ™

X2 = fy froGxdx = k({2 ) 25 (U ) i (22)

Taken together, the expectation of single messaiyéce time is:

X = Y= T X p(k) (23)
The secondary moment is:

X% = %31 T2 x p(k) (24)
The variance is

0%y = X7 — X2 (25)

SINGLE MESSAGE WAITING TIME W’

Single message waiting tinW’ means the time that from proxy node taking orexpiof message from data source
node to delivering it to the destination node sastdly. If the interval Bis defined as the time that from the first
piece of message being successfully deliveredetdetst message being able to deliver, then we hd{e= g + W.

In order to getW’, Bis supposed to be calculated \&sis known. As message waiting process shown in Fig.
m;(1 <i<s) represents the ith message in the proxy node qugtepresents the arrival interval between_,
andn;. myis defined as the last piece of message insertedhie message queue before proxy node departlining.
harsh wild scenario DTN modety, n,....n,are random variables obeying independent and icilytiexponential
distribution, sof, = 1/4,6%,; = 1/4%>.Assume thafequals the arrival interval between; andng, therg; =

Ni+1 + Nigz + -+ + 5. The expectation of3; is:

Bo=Mg1 Nzt =(G—-D=(s—i)/2 (26)
time ———— >
Server ‘
Queue i 5 5
e e By g S W - >
‘ m,
In!l_l -l | -

m; service started

Fig. 2: Message waiting process sketch

The secondary moment is:

= 2 45— (25+1)i+i?
B2 = iy + Mg+ 1g)% = = @7

And then the expectation fis:
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1gs

B= SiB =% (28)

The secondary moment gf is:

>yl . , 1 2 1 1 .
B2 =i EBPll= 0Pk =)= 35,8 = =25+ 5 X0, 2 (29)
The variance of is:
= 5 52+3 1 ,
o’ =p*—-p*=— 4;2 tz i i (30)

Aspand bulk data waiting time W are independent, tkgeetation of single message waiting tifi€ equals the
sum of both expectations and variance is the subothf variance.

From 2.1 to 2.4 ,this paper described in detail dhkeulating method of the process variables thitvant with
message delay calculating.2.5 and 2.6 will figuué the message delay and message arrival rate themesults
above.

MESSAGE DELAY
In harsh wild scenario DTN, according to the qugutmeory, message del@dymeans the time that single piece of
message stays in system.

T=W +X
The expectation of is:
T=W+X =W +X (32)

As the single message waiting time and single ngessarvice time are independent, then:
2— 2 2
or°=oy* + oy (33)

MESSAGE ARRIVAL RATE
To figure out the margin value of the message akriate,T is plugged into Chebyshev inequality, so:

2

P[T-T>¢]<P[IT-T|>¢] <X (34)

g2

Through derivation:

_ 2
PIT<e+T] =1~ (35)

Let constantr be the expiration time of all messages, then tlubability that a piece of message could be
delivered to the destination node within expiratiione is:

P[T<t>1 or’ (36)

T @12

Above all, the message delay and message arriieatean be confirmed. And the harsh wild scenaridNZErvice
model has been established. Next section, a systaolation will be conducted to analyze the perfance of the
harsh wild scenario DTN through comparing the expental results and theoretical results.

ISYSTEM SIMULATION

The experiment is performed on the simulation ptatf ONES. There will be 200 simulation trials whielads to a
bigger sample space in order to get analysis dat&eurate as possible. Fig.3 shows the experipteness.
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Fig. 3: the harsh wild scenario DTN simulation process

The experiment parameters are set as follows:

(1) Experiment duration: 43200ms, which represents @82 reality, i.e. 12 hours.

(2) Mobile proxy node moving velocity: 1.5 length ums

(3) Number of source nodes:1 , number of mobile prooges:1 ,number of participant nodes : 15

(4) Arc radius: 1filength unit

(5) Participant node type: low-power consuming nodeair& node and mobile proxy node type: high-poweteno
with wider range of secure communication.

(6) The experimental result would be stored in jbdtenscioMessageDeliveryReport .

In harsh wild scenario DTN simulation experiment)yonode moving velocity v and queue size s ardi@al
controlled. From modeling in sectifin message transfer rate is fundamentally propatitmvelocity v.

But the influence of the variation of queue siz#f the system is not yet clear. We need regardas/fased constant
to analyze the experimental results.

Fig.4 shows the theoretical data and simulated détadifferent queue size s. To provide a morescliresult, a
systematic sampling percentage is obtained thratafistics of 200 trials results when analyzingze8€urve or 60%
curve represents that 80% or 60% sample valueutehestimation or simulation are less than thesamgs delay
at the corresponding queue size s. The averagealarate\ of the task is 5,10, respectively, and whéeakes
different value, the changing tendency of the cusséasically accorded. Also, the simulated averageve is
basically agreed with the model estimated curveés.Triidicates that harsh wild scenario DTN moddessible in
both principle and reality. (in addition, the capending systematic sampling percentage differasfcenodel
estimation and simulation is less than 5%.Thatéeptable.)

== Average value of model estimation

—f- Average value of system simulation

—4— 60% curve of model estimation

== 60% curve of system simulation

11 —— B80% curve of model estimation

05 ~§= B0% curve of system simulation

678 510N RBUILT B

(@) A=5s=6L! 18 «x axisrepresents s, y axisrepresents message delay
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—4— Average value of model estimation
~f§~ Average value of system simulation

~4~ 60% curve of model estimation

—— 60% curve of system simulation
1 ——  80% curve of model estimation

05 ~4~  80% curve of system simulation

BULBBLITBOONARBAUD

(b)A=10,5=13/ 30 x axisrepresents sy axisrepresents message delay

Fig. 4: the changing curves of message delay with different A and s

N J. Chem. Pharm. Res., 2015, 7(3):2541-2549

Fig. 5 shows the changing curve of system messaiyalaate with different 2 sets of s andlrhe horizontal axis
shows the max system message transmission timeughrobservation, the difference between modemesitbn

values and simulation results is negligible.

[

0.2

1.51.7% 2 225

2.5 2.75

-
model estimation value
-
system simulation value

3 3.2% 3.5 3.75 4 425 4.5

(a) A=5,5=7 x-axisrepresentsthe max message transmission time, y-axisrepresents message arrival rate

0.4

.2

model estimation velue
-
svstem simlation value

(b) A=10, s=13x-axis represents the max message transmission time, y-axis represents message arrival rate

Fig. 5: the changing curves of system message arrival ratewith differentA and s

By comparing the curves in Fig. 4, there is an aplgue size s that could lead to the shortestrsystessage delay.
That is, when message arrival vaie unknown, harsh wild scenario DTN model can teexted and optimized by
confirming s. Moreover, as shown in Fig. 4, whén 5 or 10, the corresponding curves share the simodest
delay s §=5,s=7A=10,s=14). And the shortest message delay corrdspimnthe smallest system message arrival
rate. According to Sectiorl, system message arrival rate is relevant with Bwhvariance and expectation of the
delay. Fig. 6 shows the arrival rate — delay clatke5,5=6~25 , and the horizontal axis is messagey defféle the
vertical axis is message arrival rate. Obvioudhgré is a negative correlation between messageahrate and
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message delay.

k . MAX information irsnefer time = 4.5
—

0.6 = N - MAX informstion transfer time = 4

Tl MAX informstion transfer time = 3.5

——— MAY informstion transfer time = 3

A=5,s=6J 30 x-axis represents the message delay, y-axisrepresents message arrival rate

Fig. 6: The system message arrival rate-message delay curve

In summary, to reach the expected system messegal aate in harsh wild DTN model, a shortest naggsdelay is
necessary which can be confirmed by selecting gpf@t® queue size s. That is, an appropriate qeages will
help to reach the most ideal delivery efficiencyharsh wild scenario DTN.

CONCLUSION

In this paper, we proposed a novel DTN secure mgutiethod based on the research of the DTN seoutimg in a
harsh wild scenario. In the proposed method, GibHue model and Chebyshev inequality were usediteting
and figuring out the key parameters .After that wasmulation experiment of the whole DTN procesdar ONES
simulation tools, and the experimental data washaat with the expected data. At last we draw thelkusion that
message queue size s decides the optimal trariiééerecy of DTN in a harsh wild scenario.
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