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ABSTRACT

In an artificial neural network, ssimple artificial nodes called "neurons' are connected together to form a network
which mimics a biological neural network. BP neural network has been widely used in training artificial neural
network. In this paper, by using BP Neural network and data mining method we find out the influence factor of optimal
compensation rate in insurance companies. According to the data analysis, the insurance company should make
corresponding strategies: first, make a relative low settlement ratio to the customers who have driving experience in
1-5 years, especially in 1-2 years;, second, make a higher settlement ratio to the customers that have driving
experience morethan 5 years, the final purpose isto keep the existing customers, and be able to attract some potential
customers.
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INTRODUCTION

At the beginning of the 1990's, a new business irmgjgeared in the United States and called Cust&akationship
Management, CRM is a new management mechanisnaithatto improve the relationship between enterprisel
customers [1]. CRM provides comprehend-sive, petioed customer information to sales and serviecsgrmel, it
also strengthen the tracking service, informatioalygsis capabilities, enabling them to build andntz@n the”
one-to-one relationship” between customers and e [2], so that enterprises can provide mofieiefit service,
improve customer satisfaction, attract and retasmentustomers. Customer segmentation as one ebtieeconcept
of customer relationship management, is referfi¢oenterprise which has explicit strategies, bssimaodels and
specific market, providing products, services aditgy to customer attributes, behavior, preferencesds and values
and other related factors [3]. With the extensippl@ation of management information system, emtsepwill
accumulate more and more data, the traditionaboust segmentation method can not deal with it4a Mining is
a data analysis technology based on artificiallignce, its main function is to discovery useiftformation from
large amounts of data, which will help enterprisemanage customer resources effectively.

Gannet Group first put forward the concept of CRiMsfomer relationship management), it considerctigtomer
relationship management is to provide a full ranggnagement perspective, give more customer comiionc
skills to enterprises, and finally maximize custonmeturn rate [5]. According to IDC's (InternatidnBata
Corporation) research, the mean ROI( return onstment)of company which use CRM can reach 400%ore than
90% enterprises ROI exceeded 40%, 50% enterpri€dsekRceeded 160%, 25% enterprises ROl over 600%.Dat
mining in customer relationship management apptioat can contribute significantly to the bottomeliras the
development of information technology, customeoinfation increase fast in recent years. So th&, méning is a
useful method to discover extract information irgladata sets. As customer segmentation is thefaootion in
CRM, data mining can also be used to automatichigover the segments or groups within a custoratx set [6].
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Usama Fayyad& Gregory P. Shapiro (1996) pointedimattdata mining and knowledge discovery in databdnave
been attracting a significant amount of researath iadustry, involves six common classes of tasksaasmaly
detection, dependency modeling, clustering, clesdibn, regression and summarization[7].There adls® many
researchers focused on evaluating the data mimipfications in financial industry. Georgios Sargrtolos (2003)
presented a real-world application of a data mirgpgroach to credit scoring, and pointed out thatdecision tree
showed a great improvement in performance comp@aréte current manual decisions [8]. Wen-bing X$aQian
Zhao (2006) investigated the performance of varmeslit scoring models and the corresponding criskitcost for
three real-life credit scoring data sets[9]. Xiaaliu (2005) presented a data mining approach flyaimg retailing
bank customer attrition, and demonstrated effenttgs and efficiency by applying data mining tecbgwlin
retailing bank [10].

In these studies, however, did not fully play tlsib of customer segmentation function, some i @simple object
with the customers, also there are few articleshinencustomer segmentation and data mining techgo®o that, |

use data mining technology in this paper to hekuiance company improve CRM by making effective kear
segmentation and optimal price. CRM maintains armhages customer relationship through the four stage
identification of customer, analysis of the diffece, benign contact and the customized servicetoGus

relationship management requires "customer satisfafirst " as the core philosophy, so customevise is the core
business in CRM.

EXPERIMENTAL SECTION

2.1 Artificial Neural Network

The inspiration for neural networks came from calntrervous systems and has been widely used imniaftton
technology. In an artificial neural network, simpldificial nodes called "neurons" are connectagbtber to form a
network which mimics a biological neural networkP Bieural network has been widely used in trainingical
neural network (ANN). The BP neural network hagéhlayers, shown as figure 1.The first layer hasitimeurons,
which send data via synapses to the second laysgwbns, and then via more synapses to the et lof output
neurons.
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Figure. 1 BP neural network

The key to establish a neural network model is howelect the appropriate connection weight mathis task is
realized by network training, and the basic prifeig as follows. Input I (n) to the correspondingut layer, then
output layer will get the output as Y (n), thene{n) represents the corresponding output thagrglwy the training
sample, so the error signal at the j output neucansbe expressed as:

€ (n) =d (n) —Yi (n) 1)

Assume the samples number for training is N, thensjuare error to the total training sample wdeld

N
E = iz E(n) 2)(
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So the goal is get a set of weights W to make whetfon Er achieve the minimum value, as:

Min{iilzwi (n)—yi(n))z} @

N n=1 2 i=c

2.2. Structure M odel

In customer segmentation structure model, the hesik of data mining method is through analyzing kinown data
and then summed up a forecast model. The datasceitier historical data or exogenous data; exagedata can be
obtained by experimental method and research mefath mining method of customer segmentation shbale
the following abilities:

a)The dynamic behavior description

b)The reliability of the data

¢) The noise is resistance and time-varying
d)Synthesis of various mining methods

The implementation process of customer segmentasidmased on sample learning method. When deitdide t
marketing strategy of customer relationship managgnmanagers often use some description of customagacters,
such as “high-income customers”, “low-income custosty “trendy customer”, “conservative clients”,igh risk
customer”, the main task of customer segmentaisoio ensure the corresponding relations betwéleese concepts
and the corresponding customers. Customer dataaiognseveral discrete customer attributes and roamiis
customer attributes, each customer attribute asargsion, every customer as a bit of space, therprige customer

database of all customers can constitute a mulidsional space, called the attribute space of mes®

Assume A£A, A,,... Ap} Is A set of properties that describe customeratttaristics and behavior, these properties
can be either continuous attributes or discretebates, these attributes form the m-dimensionalcepA, each
customer value determines the position in spad¥@assumeldC, the value of c in attribute Ai i§A;].we use g as

a abstract concept that descript custom@) i the set of customer. For a set of condeptsgy,... gk}, if
{f(gi),f(g2),--- f(gw)} is k mutually disjoint sets at any moment, andf@z)0f(g,)0...Of(gk),then we can get,&
onUgiz0...Ogi. According toUcOC, if cO f(g;) and Kj<k, it can be recorded ac, G)=g;. In the concept of
customer value dimensions, there are three coneeptsalued customer”, “potential value customénp value
customers”, these three concepts can summarizestbmers.

We assume BG, R;JCLOC is a binary relation of C, and (T is a Cartesian product of C, the formula gfiR
R, ={(e..c;)e.c,0C.000B.gle, b= g(c,.b)]} @

In this formula, R is an equivalence relation, customers can be @ividto several class of the space, and each
equivalence class is called a concept class. Cesteegmentation is the process that built the nmapygilationship of
customer attribute spaceé"Aand concept spacd'@s: A" - G".

The sampler learning method is mainly through datéang process about the customer data, this datisgnprocess
was shown as figure 2. We assume{ 8z, Gp,... Gy}, so that L£L4, L,,... Ly}, cC. c is the customer set that
concept class has been known, customer segmenshibaid fellow two steps as:

a)Define a mapping as p:-€L, which makesicOC, if c[L;, so p(c)=L;
b)OcOC, determine the class by calculate p(c).

700



Li Zhou and Qing-yi Chen J. Chem. Pharm. Res., 2014, 6(6):698-703

P
CRM :5 Training
databas data se

Classification
training algorithm

Categorical Classification
data ::> model |:> Result

Figure 2. The implementation model of customer segmentation
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Figure 3. Decison Tree

2.3. Empirical Analysis

In this paper, | use data mining method to find thet influence factor of settlement in insurancenpanies. The
insurance company paid most attention to the amofusettiement, how to reduce the amount of settlgrand how
to formulate the corresponding settlement ratenipoirtant for insurance company survive. The factehsch
influence the amount of settlement, is the pringiytion to the insurance company. In fact, thati@hship between
these factors is very complex, so we use data gpit@ichnology and decision tree method to maketaduresearch
on the influence factors of the amount of insuraselement.
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The data is collected from China insurance compdriy¢cludes the settlement records of car ownéirst, | put the
data into Clementine, and then make standardizgionessing of the data by using data discretinatiod data
generalization to remove out the redundant infolmnafThen, | use feature selection to choose thia faators that
affect the amount of settlement and analyze theomer records. The result shows that: the timeogeoi driving

experience and the purpose of using a car is the faetors affect the amount of insurance settldmen

Using the Clementine decision tree model and erdwha3 algorithm, we can get the decision treehasvs in figure
3.

From the decision tree model, we can get that, fire average settlement amount is 1434 RMB, abvtle should
increase the consumer ratio that gets averagemsettit less than 1434 and make a higher insuraiwe for those
who get settlement amount more than 1434; secoad:an find that the person who has the driving B&pee less
than 1.5 year needs a average settlement as 504) fRM part of the customer has brought a heavgdyuto the
company. Therefore, the company should give thit gfacustomers a relatively low settlement raténorease the
insurance price to these customers; third, we icahtifiat using cars for enterprise, home, goverrraed taxi often
has a high settlement than 1434 RMB, however, usang as bus often has a especially low settlerserthat the
insurance company should pay more attention tcetbas insurance.

2.4. Influence Factor Analysis

To sum up, we can know the amount of settlememtaly influenced by the driving experience and plepose of
using, and then | will make a further analysistogse influence factors. | use the Histogram fundtoClementine to
analyze the influence factor as driving experiettoeresult were shown in figure 4 and figure5 nirfigure 4, we can
find that settlement events occurred mainly in ¢ghasstomers who have the driving experience betdieepears, but
less occurred in customers who has driving expeeiemore than 5 years. From figure 5, we can firat the

customers who have a driving experience betweerydags often have a higher settlement amount.
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Figure5. Settlement Amount

According to the data analysis, the insurance comghould make corresponding strategies: first, areakelative
low settlement ratio to the customers who haveinlgiexperience in 1-5 years, especially in 1-2 gyesecond, make
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a higher settlement ratio to the customers tha¢ lagiving experience more than 5 years, the finappse is to keep
the existing customers, and be able to attract gmotential customers.

CONCLUSION

This paper first introduced customer relationshamagement theory and customer segmentation, andifiesl data
mining method to find out the influence factor eftement. First the essay puts forward the priecgf customer
segmentation on the base of existing problems stbooer segmentation in customer relationship managé Then
from the logical model of customer segment, and potward the model of data - function - methodswétomer
segmentation.

In the case study, | used the decision-makingarekthe visual function of the Clementine to analiiee influence
factor of insurance settlement. The results shaatithe time period of driving experience andphgpose of using
a car is the main factors affect the amount ofriaisce settlement. Then | used that data to maketaef analysis, and
find out that the consumers who have the drivirgeelence between 1-2 years have a higher risktta gar accident,
these consumers got an average settlement as 90B0 &nd it is much higher than the average settigroétotal
consumers. So that the insurance company shouleé madlative low settlement ratio to these custsnand make
effective customer segmentation based on data gimigthod.
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