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ABSTRACT

In order to improve the accuracy of the solitary pulmonary nodule diagnosis with medical signsin medical imaging
diagnostics, a novel computer-aided classification method is developed. The method use features from Computed
Tomography (CT) images combined with Standard Uptake Value (SUV) values in Positron Emission Tomography
(PET) images to build a Support Vector Machine (SYM)classifier model. Using particle swarm optimization on SYM
parametric search,thus choose the most appropriate parameters. After that will get the appropriateSVM
classification model. The experimental results show that usesthetwo kinds of featuresin this study can achieve a high
classification accuracy. However, the SYM classification model which after parameters optimized has higher
classificationaccuracy.This method can avoid the randomness of human choice and provides a theoretical basis for
the main features selected when doctors diagnosis of pulmonary nodules.
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INTRODUCTION

Solitary pulmonary nodule(SPNSs) [1]which is a seygbval and maximum diameter is no more than 30radule
in lung parenchyma. Early resection in patienthwtalignant lung nodules five-year survival rate ¢ee higher
than 60% [2], but due to the diagnosis is not ckraough, half of the removal nodules are benigrerédfore,
accurate diagnosis of benign and malignant solatgnonary nodules is very critical.

CT is the conventional method; the sensitivity fista 97%, but the specificity only 70%. PET hadghér accurate
rate whendiagnosis of pulmonary nodules, but lowensitivity and specificity[3,4]. Combined the two
characteristics namely PET / CTimagecan resultbetber diagnosis effect. But extract the CT imaged PET
images at the same time making the amount of irdatgeto a sharp growth and lung disease has so tyjaey that
the PET and CT imaging presents are very complexfbthis case, doctor’'s diagnosis virtue of expece has a
strong subjectivity. Therefore, it is necessaryeteort to the computer-aided diagnosis.

The research has compared with different classificaalgorithm included support vector machine, ayic
bayesian networks, artificial neural network anchdarest neighbor classification algorithm [6]. Tdvh
Mitchellconsider that the support vector machines Heetter learning and generalization ability amahg
small-sample, it can be well applied in medicalgm#&eature classification.Combined with the genalgorithm and
support vector machine (GA-SVM) and use it apptedhe detection of lung nodules, use the genddiorithm to
optimize the support vector machinesmodelandactieetter results[7]. The particle swarm optimizatadgorithm
has some advantages. After reading extensive tlitethere was rarely reported for the identificatiof lung
nodules by PET / CT imaging features. Thisstudyhgigarticle swarm optimization algorithm to optimithe
parameters of support vector machine, then geti@bd® classification model, and ultimately helpctios
differentiating benign and malignant pulmonary nedwith higher accuracy.
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EXPERIMENTAL SECTION

Feature Extraction:The studycollected 98 solitary pulmonary noduleesasince 2009. There are 54 cases are
malignant pulmonary nodules and 44 cases are bgmimonary nodules. Since the imageology characfer
pulmonary nodules is too complexfor the non-praéesd workers to recognize, this research askedexperienced
chest radiologists. These two have worked in relewasea for more than 10 years. With their help,tigisearch
extracted 12 CT features: nodule shape, degrebwfltion, boundary definition, edge smoothness,nilmaber of
burr, density uniformity,airnodules,ground-glassdipy , calcification, vessel convergence , pleimekntation and
the size of nodule.Each feature quantificationgoédg from O to 10 by the experienced chest ragliigts. This
research view vacuole sign and inflatable brondhigah as air nodules. For the size of the nodulestification, the
study selected the biggest level of the pulmonagutes measuring its longest diameter and the estodiameter,
then get the average diameter.

Standard uptake value is used to describe the RE§e character, calculation of standardised uptakee, is a
common way to compare tumors patient to patientlyaed the PET / CT fusion images independentlytvixy
radiologists in PET / CT workstation.Measuring tloglules ROl maximum standard uptake value.

Super Vector Machine: The classification problem can be restricted to icemation of the two-type problem
without loss of generality. In this problem the bisao separate the two classes by a function kviidnduced from
available examples. The goal is to produce a diasshat will work well on unseen examples, andéneralizes
well. Consider the example in Figl. Here there rasmy possible linear classifiers that can sepalmedata,but
there is only green one that maximizes the maifiis linear classifier is termed the optimal sepagatyperplane.
Support Vector Machines (SVM) [8] is a relativelgwn technique introduced by Vapnik in the 90's. S\Wa
mathematical technique for solving the classifimatproblem described above. The principle of SVMtisictural
risk

Fig.1:Optimal Separating Hyperplane

minimization, taking bothtraining error and testiagor minimized into account. Most importantly,yoan use a
limited number of training samples on SVM and ¢efificorrectresult as less as possible. At the dameg it is able
to ensure the incorrectresult of independent testas less as possible.Thus, it is a optimal gerearning
machines.In thisresearch, the problem of the dlaa8bn of benign and malignant pulmonary nodulesa typical
two-types classification problem and nonlinear seple, the original problem is expressed as follows
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Support vector machine for low-dimensional featwgace do not separate problem can be converted to
high-dimensional linear separable feature spacé&hmequires the introduction of a kernel functign(x;, x) to
make nonlinear classification can be convertedht appropriate linear classification. The kerneiction has a
regularization parameter C, also referred to agralty factor which controls the balance betweent®o types.
Select appropriate kernel function and parametepl@ing equation (2), and the resulting decisiomcfion as the
following formula:

£G) = sgn()_ wiyiK(x,x) +b)

i=1

Different kernel function will lead to different gport vector calculation method, widely used kerfugictions:
polynomial kernel function, linear kernel functioRBF kernel function, sigmoid kernel function. Rdrd basis
function (RBF) has better learning ability in diéat situations and apply for the small sample ,size
low-dimensional, so the study choose radial basigtfon as the kernel function of SVM. Radial bdsisction is
expressed as follows:

Ix —y|?
K(x,y) = exp {— >

This research need to determine the penalty fa&tand RBF kernel function parametein advance. Different C
ando values will lead to different classification acaay, and the impact is huge. People selected thaameders
randomly in the past; this will cause the resultsartainly. Therefore it is necessary to use sawneo$ algorithm to
find the optimal parameter C andralues

Particle Swarm Optimization: In recent years, swarm intelligence algorithm gedigubeen applied to the kernel
parameter optimization [9, 10]. Particle Swarm @yation algorithm is a relatively new intelligesigorithm after
genetic algorithm and ant colony algorithm. The R&gdrithm originated from a flock of birds foragibehavior. A
birdrepresentsaparticle.A flock of birdsrepresesitable groups. The evolution of solvable groupsdsivalent to
the birdsmigration to another place. The good tesfulooking for the food whichequivalent tothe wp&l solution
in each generation evolution. Looking for a foodrse equivalent to the global optimalsolution [22],1

The basic principles of particle swarm optimizatalgorithm. Assuming in the N-dimensional searchcgp, a
community by Mparticles expressed as X, Xs(XX,, -+, X)), the i-th particle expressed as a N-dimensional
vectorXi= (X1 » Xp» ***» Xin) |, the i-th particle flight speed is a N-dimensiomattor V(= (Vi;, Vi, ***, Vi

)T, R=(Py, Py, -+, Pn)Ton behalf of the individual extreme value , paetisivarm entirely search for the optimal
position, and B (Py, Ppps -*t5 Pyp) Ton behalf ofthe global optimum. In an iterative gess, particle updates
their own speed and position through the individeglreme value and global extreme value. It says the
following formula:

VEH = VK + o1y (PX — XK) + cora (PY, — XK) (3
XKL = xKk 4 vkt (1)

Wherew is the inertia weight; n = 1,2, ., N; i = 1,2M; k is the current iteration number;,\is the velocity of the
particle; ¢ and ¢, a non-negative constant as acceleration fact@nd p,is random numberdistributed in interval
[0, 1]. N-dimensional (¥ n< N) position change is range of [s%n Xmaxd, the velocity change is range of [sMn

V maxdl, Within the search space of the problem can sgf.¥ K * Xiaxn 0.1< k< 1. If the position or velocity of the
particles is pass over boundaries in iteration @secuse the boundary value.

Particle Swarm Algorithm Optimizing SYM Parameters

As constituting a rule space, first need to disctbe parameter C arg and the parameter has a certain top and
bottom limitation. When M patrticles placed in atable location of the space, particles will largale move, and
leave pheromone at the path when over there, aogptal these pheromones update rules and parttlegelection
rules,these particles will eventually focus on apwith the continuously moving, and then thismqias the optimal
parameters (Gy). The specific steps as follows:
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Stepl: Determine the basic parameters that the euoftparticles of the particle swarm algorithm &tceleration
coefficients G, C,, and set the parameter C astdp and bottom limitation. Set the termination ctind to stop
optimize when the average error of SVMtraining nibetaccuracy requirements.

Step2: Placed M particles in the parameter spaworaly, the number of moves marked S is set to 0.
Step3:The representative of the m-th particle patanset is denoted by {(5,), use the SVM to training samples.
Step4: Judge whether to meet the optimization t&ti@n conditions, meet then turn Step7 .otherwigesther or
not S is 0 then transferred Step5 otherwise tep6Gst

Step5: According to the probability of path selectio move the position of the particle swarm, t8tep3.

Step6: Update the pheromone of the path, turn Step5

Step7: Meet the requirements, optimization ternairzatd output optimal parameters

Operation flow chartshows inFig.2:

Fig.2: Theflow chart of optimizing support vector machine parameter s by particle swarm optimization
RESULTSAND DISCUSSION
Choose the support vector machine data set imghesarchshows inTablel:

Table 1.The benign and malignant pulmonary nodules sample size used by the support vector machine

Training data Testing data Total
Malignancy 30 24 54
Benignancy 26 18 44
Total 56 42 98

The particle swarm algorithm to optimize the partar®of support vector machine. Must initialized fharameter
of particle swarm in advance. The study set thes M0, acceleration coefficieny € C, = 2, ® = 1, the number of
iterations is 50,set range in [0,1], the penalty parameter C rang®jhd].

The support vector machine through particle swaptimozationalgorithm obtain optimization parametés=
6.3042,6 = 0.4123, classification of benign and malignasiitary pulmonary nodules results obtained, as show
Table 2.

Table 2.The classification results of benign and malignant pulmonary nodules by two kinds of support vector machine

Malignancy Benignancy Average accuracy/%
Support vector 18/24 13/18 73.6
machine0
Support vector 21/24 16/18 88.1
machinel
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SVMO isaclassification model which choosesparamseaadomly. Testing the modeluse test samples based
SVMO. The result shows 18 cases right in24 maligmalules, and 13 cases right in 18 benign nodélesuracy
rate is 0.75 and 0.72 respectively. The averagaracyg rate is 0.736. SVM1 isaclassification modétivhses the
optimized parameters. The study get 21 cases ingbdmalignantnodules, and 16 cases right in 18gpemodules
by SVM1. Accuracy rate is 0.87 and 0.88respectiidlg average accuracy rate is 0.879.Thereforgnthe seen
that the classification model by parameter optitizacompared to the classification model withoairgmeter
optimization. The accuracy rate was significanthpioved on the identification of lung nodules cifisation of
benign and malignant.

The study compared the results generated throwglwtb models.Althoughthe number of sample setug pood
classification results still can be obtained.ltsisows that using particle swarm optimization onpsup vector
machine parametric search can get an appropriak® 8&ssification model.thus the solitary pulmonandules of
benign and malignant can get abetter classificatsalt.

CONCLUSION

The contribution of thisresearch is propose a nosleksification model method based on particle swar
optimization combined support vector machines bympuary nodules PET/CT imaging features hierardhica
guantification, and ultimately obtain the suppoector machine model which have higher classificaiocuracy.
When doctors reading the PET/CT images, they onbose a little features by influence of experierthey can't
use the characteristics comprehensive and effetkige affect the accuracy of diagnosis. Howevertinaped
support vector machine (PSO-SVM) can consistentiygrated CT and PET image information to summdrthat
comprehensive ability is superior to the generaksification model, also can provide theoreticdérences to
doctors especially inexperienced young doctors .
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