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ABSTRACT

Internetware system are widely used in the chemical and pharmaceutical industry, effective acquisition of transition
probability matrix is directly related to internetware reliability computation based on Markov chain model. The
construction of Markov chain and the acquisition of transition probability of internetware are studied; the Markov
chain of internetware reliability is constructed. Transition probability matrix computation based on the smallest
quadratic difference is presented by using the occupancy of component executing the transition as the sample
dtatistics to calculate transition probability. The approximation algorithm based on projection gradient is put
forward, and it effectively guarantees the transition law of Markov chain and the characteristics of transition
probability matrix. The experiment proves that the presented method and the designed algorithm can effectively
compute transition probability with great value in inter netware reliability computation.
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INTRODUCTION

In the chemical and pharmaceutical industry, Ireesare, as a new software application mode, hasetiharkable
characteristics of adaptability and dynamic chandstic based on open network. Its reliability iffedent from
traditional software system. More and more peofald studying its reliability on software desigrevélopment, test
and operation. Great result has been achievedtemeétware reliability study by using Markov chdijd, 3], which
has been used in reliability calculations and penfnce evaluation. Transition probability matriboise of the main
problems that need to be solved on reliability catapon by Markov. Transition probability of traidihal software
can be acquired by testing, but because of thegehahnetwork environment and the adaptation adfrimetware,
the sample got by direct test is difficult to makee the accuracy of the acquired testing datd,isdifficult to test
transition probability directly. But it is possibte calculate transition probability matrix by tbecupancy of the
internetware executing transition as the sample, @atd then to implement internetware reliabilgjcalation.

There are three commonly used methods of religtstiidy of software system[4, 5]: the model basedtate, the
model based on route and the additive model. 1) mbdel based on state usually uses the control §aph to
mean the system structure, and also assumes thatathtrol transfer among software modules has Marko
characteristics, that is, the future action of system is independent from the action in the pakich is in
accordance with the actual situation of the openat2) The model based on route computes the detat@bility of
the software system by considering all the posshkkrution routes and the related frequency ostlséem. It does
not take it into consideration that the componetiability has difference in different network ersmiment. Its
accuracy is not high. It is just the estimatiortta system reliability, and is not suitable for gystem with infinite
routes, so it has limitations. 3) The additive modees not take the structure of the software sysbato
consideration, but focuses on the modeling of systeliability growth and predicts the reliabilityf the whole
system through the failed data of the componengsially it acquires the reliability through testirfighe acquisition
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and the accuracy of the testing data in the interm®e environment can hardly be guaranteed. Cortipala
speaking, the model based on state has higherattapand accuracy. The model based on state casdikin the
software system with infinite routes. In the operieonment, the components are loose coupled amdate highly
independent from each other, and the transitionngntiee components is in accordance with Markovattaristics.
It accords with internetware operation when stadtbange and the software system structure are takn i
consideration. So the model based on state is mack suitable to be used in the open environment.

Document [6] puts forward the reliability computati by using execution route information and compbne
transition probability under certain testing coimdit Documents [1,2] propose internetware relipitiomputation
based on Markov chain and achieve reliability cotapon based on structure relationship and traorsiti
probability. Document [3] proposes specific rellapicomputation based on structure and transifiozbability and
reliability computation of composite members. Doeuwntn [7] puts forward convex programming optimized
transition probability computation based on maximanposteriori and maximum likelihood by using Bagas
estimation. Document [8] puts forward the methodestimate transition matrix based on maximum |Hadid.
Document [9] puts forward approximate recursion hudt of posterior probability density function bying
Bayesian theory on Markov jump systems, and thets gorward four mean square deviation estimation
computation of transition probability matrix. Thethe acquisition and computation of transition doibity, the
guarantee of Markov chain transition law and tharabteristics of transition probability matrix aree important
and basic parts of internetware reliability compiotabased on Markov chain. So this paper propopéimization
calculation to approximatively calculate transitjpmobability based on sample data.

TRANSITION PROBABILITY MATRIX

Inter netware Markov chain

Internetware components have their correspondindkddachain state. When it operates to a certainpmmant, the
system is in that state corresponding to the compbThe transfer after the state is relative tottansfer of the
component. When the operation of one component goasother, there is the corresponding transf¢hefktate to
another.

State set is E={1,2,...,N}, transition probability tri@ among states is P5flo When the system is on the state of i
n

at k point of time, the probability is (k) , x(k) =0, in (k)=1; when at k+1 point of time, probability
i=1

distribution is x(k +1) , then x(k +1) = x(k)P, that is:

Xj(k+1) = > % (K)p; 1)

n
i=1
changex (k)  INtO (X1, Xi2,---+Xim) » x(k+1) int0 (Vg VioeeYim) » i =12..m,  the abbreviation of
formula (1) is:

Y = XP )

Reliability computation model

Reliability computation model is constructed byngsiDTMC[5]. Internetware DTMC is a two-tuples (S,@)
which S is finite states={s;,s;,....sn} , P:SxS - [01] ; Q is the state transition probabilit®,={q;},i, 0 [12...n] .

The reliability of states; is r; , the transition probability i , then the reliability ofs; is:

R = [ XGj it -
J - .
0 otherwise

lefn means the transition probability after the systewcates k steps from stag to states,, I, is the reliability

of state™ , then the reliability is:

R=Qf, %y (3

1820



Zhang Jingand Lel Hang J. Chem. Pharm. Res,, 2014, 6(6):1819-1828

According to

k o0
|imZQi :ZQi =1+Q+Q2+..=(1-Q1, thematrix is T =(1 -Q)™?, then:

k- j=0 i=0

T=|+Q+Q2+"'=2Qi 4
i=0

Because the determinant of full rank matrix isz&, || —-Q 0.

, then:

S (1 ~Qns |
T@n) =1 2 3 = "@n)= (-t
@n=1@n+QWn +Q°wn +Q° wLn)+ ;Q D e ol

1 |(| _Q)n,l |
(1 -Q)I
In formula (4), 1 is characteristic matribn XN, (1 -Q),,; means matrix(| -Q) deleting the first line of row n.

So, the reliability is:
R=T@n)xr, (6)

T(n)= ()™ (5

Inter netwar e transition probability

Definition 1: transition probability

Suppose Markov chain is composed of m statesaaodrding to software operation, it changes intogbquence
composed of these m states. Start from any stass any transfer, certainly there will be one stdité, 2...m.
There is a state i with a certain probability ie ttates,0 [12...,m], and the probability of this transfer among the

states is called transition probability.

When at m point of time it is on the state gfthe transition probability of transferring to t&t& at m+n point of
time is:

p;j (MmM+n) = p{Xnn=2aj | Xy = 3} P

Transition probability forms transition probabilityatrix:
P={p;(mm+n)} &

Transition probability matrix has the following c¢hateristics:
1) non-negative conditiorQ < pjj <1;

n
2) row sum conditionz p;j =1, that is, the sum of transition probability of eaolw in matrix P is 1.
j=1

According to 2), transition probability is not neiga, then 1) can be written a&< p;; .

The execution state of internetware system compdioems a Markov chain. Usually transition frequerns used
to replace execution transition probability. Traiesi frequency means the occupancy of transitiaretion times,
and it is:

tf = transitiontime 9)

transitiontotality

When theoretical distribution of state probabilisynot known, if the sample capacity is large erfgusample
distribution can be used approximately to desditieetheoretical distribution. So transition freqogmptt is used as

sample to approximately estimate transition proliigiyp .
Transition probability matrix computation

Formula (1) can be written ag(t) =Y (t -1)P.
The error is:
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m
&)=y~ pyit-D

i=1
i,j=122...m,t=012...,n
The sum of squares of error(SSE) is

Q= ZZ(e ()2

j=1t=1

Least square method has:

Introduce lagrange parametéy(i = 12...,m), obtain lagrange function:

= ﬁZi(e (t)? +Z<‘i X(Z pij =D
j=1t=1

The condition of minimum value:s of /dpjj =0, of /05j =0

of lop; = -2 ej()y(t-D+& =0, obtain§ =2) ey (t-1)

t=1 t=1

According to occupancyz yj(t) =1, tis unrelated.

ji=1
Ze = Zy,(t) Z(Zp.,y.(t ) =iy;(t>—iyi(t—1)
_0 j=1 i=1 j=1 i=1
By of /0& = Zf,
i=1
Then z;, 2Z(Ze M)y t-12)=0
t=1 j=1

And then Zej(t)yi(t—1)=0
t=1

S0: Dy =Y pyyit-D)yi (t-1 =0

t=1 i=1
Furthermore Z(yj(t) Zp”yl(t 1))y (t-1)=0
i=1
So:
[Zyi -y €-3...., y.(t ) Ym(t=-DIR - Prg] —ZY.(t Dyjt-1 ]
t=1

Now define matr|xX1, X!
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HO %0 . YO N O - Y@
el MO RO O | 0@ %@ - @ 12)
N0 (=D . yn(-D B o) e Ym0

Then X{X;P=X[X,
P = (X{ X)) ™ (X{ X) (13)

According to formula (13), transition probabilityamix P can be obtained.

In addition, according to formula (10y, = XP +[&j;] , in which &; is the error.
The minimal value: g(P)=|| XP -Y |P

g(P)=lIXP-Y |F=(XP-Y)T (XP-Y)

=PTXTxP-2¥TxP+YTy

=(XTxP-XTYV)T(XTx) I xTxp-xTv)

+(XTX)Tovx(x Tx)IxTy

According to method of completing the square, tfeimum value is: XxTxp=xTy , then:
P=(X"X)1(xTy) (14)

According to (2),X, =X4P . SupposeX =X, Y =X o, then (13) and (14) have the same meaning.
Suppose K is a m-dimensional vectorg = [11...1]" , then, YE ;= Em, XEm = Emy-

Furthermore XTYE,, = X' XE,, then
Em=(X"X)YXTYV)E,.

Thatis Ey =PEqn.
It meets the row sum condition.

According to the above analysis, the computatiomlehof transition probability matrix is achievediin formula
(14).

The above minimum square computation method is ts@dtain transition probability matrix. The rowrs is 1,
but it does not have non-negative condition, so-megative condition should be introduced as comgfao
compute best approximation.

APPROXIMATE COMPUTATION METHOD OF TRANSITION PROBABILITY

Computation model of transition probability

In formula (2), X and Y may not meet Markov chaiindel, and there would not be the solution to Ehénabove
equations, so the minimum square method is usedrtgpute best approximation of formula (2). Suppose= p ,
D means the random matrix set of total order nchlis bounded closed set of Euclidean space, $(ppmtinuous
function on D, the minimum p is regarded as th@megton of transition matrix determined by X andow D, and
the minimum p exists.

m n n 2
Letbe f(p)= z z (z Xik P = Yij) (15)

i=1 j=1 k=1
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()= (Xp; —y))" (Xpj —y))
j=1

n
=Z(pijij -2p;" X Ty +y;Ty))

=1
For the sake of simplicity, remember it Bs=diag(X'X,...X"X), q=(py, PsreesPp) " »
c=(XTy,, XTy5,.XTy)Tin which, A=[l,1,...,1],e= (L1..)7, H is a square matrix oh’ order, g,C iS a

n? -dimensional column vectol, is a unit matrix of n order? is a " * N matrix, € is n-dimensional vector.
Formula (15) changes into:

n

f(M=a"Ha-2CTq+ Y y; Ty, (16)
j=L

So formula (16) is transformed to the solutionta following question. The model is as follows:

min  f=q'Hg-2C'q
st. Ag=e a7
q=0

The above computation models satisfy the two caordit that is, the row sum is 1, and it is non-tisga
So, when the rank of matrix X is n, and H is pesitilefinite, there is the only minimum point.

The improved gradient projection method can be usddrmula (17). Because of the time consumingteration,
the added conditions can guarantee the iteratidhdanelative interior in feasible region, and theoan save time
when using gradient projection method.

Transition probability computation method
Gradient projection method is an optimization aifon first proposed by Rosen in 1961 aiming atdp&mization
of linear constraints. Generalize this algorithrmém-linear constraints, the model is as follows:

min f(X)
st. Ax=zb (18)
Ex=e

In which (¥ s differentiable, ATR™" EOR*M brR™ e0R , xOR", D ={xOR" | Ax> b,Ex = &} . The basic
idea of gradient projection method is: when itematpoint x, is the interior point of feasible region D, take

d=-0f(x) as the search direction; otherwise, whéh is the boundary point of feasible region D, take t
projection ofd = -0f (x,) on these boundary surface intersection as thelsééection.

_pl p2_
Definition 2: Projection matrix® JR™" satisfies the condition? =P +P* =P

Then there is the following lemma 1.
Lemma 1: the properties of projection mafix] R™"
1) POR™M s positive semidefinite;

2) POR™ "M is projection matrix. When and only whdn-P is also projection matrix) is a unit matrix of n
order;
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3) supposeQ=1-P, then L={y=Px|xOR"}, L* ={z=Qx|xOR"} is orthogonal linear subspace, and

C xOR" is only expressed as=y+z, in which yOL,z0O L.

Lemma 2: suppose_< is the feasible solution to formula (18A=[4g A2]T , b=[bl b2]T , meet Aix=bl,

Aox=b2, then the necessary and sufficient condition dfd R"on the descent direction orx is:
Ad>0 Ed=0, 0Of(x)"d<0.

Proof: sufficiency. Ad=20, Ed =0, X is the feasible point, andyx=Dbl, Ex=e, arbitrary a>0, then
A(x+ad) = Ax+a(Ad) = Ajx=bl, E(x+ad)=Ex+a(Ed)=e. BecauseA,x > b2, there is certainly a >0
which makes arbitraryd[0,a] have Ay(x+ad) = Ayx+a(Axd) = A, x=b2.

So, there isa, aD[O,a], then: A(;<+ad)2b, E(;<+ad)=e. So, x+ad is the feasible point,d is the

feasible direction orx.

The necessity can be proved in the same way.

Theorem 2: suppose;< is the feasible solution to formula (18)A=[A, A", b=[bl b2]", meet

Ax=bl, Aox=b2, supposeM =[A E]" is full rank, P=1-MT(MMT) M , POf (x)20. If d =-POf(X), d is
on the descent direction of problem solving.

Proof: if POf (x) 20, then Of (x)T xd = -0f (x)T POf (x) =-||Of (x)|F<0, so d is on the descent direction.
Md = -MPOf (x) =-M (I =M T (MM T)"IM)Of (%)
=(-M +m)Of (x) =0

Then Ad =0, Ed =0. So, according to lemma 2, d is on the feasibleation of X .
If POf(x) =0, then:
Supposev= (MM T)IMOf(X) =[4 v]", then
POF(X) =(I -M T (MM T)™2M)Tf (x)
=0f(x)-MT (MM T)TM)Of ()
=0f () -M Tw=0f(x) -[A ET[A 0]"
=0f(x)-A'A-E'v
So POf (x) =0.

1) whenA =0, and Of (?() - AlT/l -ETy =0, x is just the condition point of KT.

2) when 4; <0, delete the corresponding row df in A, and get the new matrixl;\l and the corresponding

matricesM , P , v~v, and alsod = - Pf (x) . The following is the proof o CIf (?() z0.
- - I
Proof: if POf(x)=0, POf(x)=0f(x)-M w.

T T
Suppose iAL, r; is the corresponding row of; , AT +ETw becomesa, A+ +ETw =M w+A;r[ . When
- LT
POf (x)=0, thenOf (x) - (M w+/1]-r]-T)=0, which is a linear combination, and at least therg i0. M's row vector

is linear correlation, and is contradict to M befal rank. Soprf (x)20
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~ -~ - ~ - T ~ -~
Md=-MPOf(X)=-M{-M (MMT)M)DOf (x)

Because ~(M = M)Of (%)

0

Then,&ldzo, Ed=0
T
Of ()= (M w+A;r])=0. There is
I
rP(OF(X) - (M w+A;r])) =0
T T

[ POF(X)~r; PM w-r; PA;r] =0, becausePM =0, d=-PCf(x),

Then: l’jd+/ljrl-l;r]-T=O

P is positive semidefinitey; |~3ro >0 and 4; <0, thenr;d = -A;r; E>ro >0

So: Ad=0, Ed=0.

So, according to lemma 2, d is feasible on ¥hdirection.

According to the above, the effectiveness of tHatem to formula (18) can be guaranteed.
SupposeD ={q: Aq=e,q=0}, and D; ={q: Ag=¢€,q>0}, D, ={q: Ag=0} , project on space D2, projection matrix

is s=(1-AT(AAT)2a) = —%ATA, then transition probability matrix computationthmed is as follows:

(1) the initial feasible solution to q s , letbe each component qfY is 1/n, k=1;

(2) compute the gradient of fif = 2Hq® -2c ;

(3) compute the projection of negative gradiefif , d = S(-Of ) ;

(4) compute the minimum point of f(t) = f(q+td), t =(c"d-d"Hg®)/(dTHd);

(5) search the upper bound, r* =min{-q; /d;;d; <0);

(6) get the new approximate solutiaff*? , supposer; = 097, tg =min{ry,t'}, q®0 =q® 4,4 ;

(7) letbek =k +1, go to step (2).

lteration condition,min(jq®*? -q® < p , take P = 0.0001

In the end, test the model computation result.
Xmxn transfers toy,,,, with probability P,x, . Besides Markov chain transition, other factors ratsp influence

the production of random errér, soY = XP+¢, ¢ =[&ijlmxn -

m]
Suppose:£ is independentE[s]=0, the variance isz?, the fitting residual error i =y; -y - According to

regression analysis theory, the unbiased estimafitime variances? :

a:iimij)? /(mn-n? +n-1)

i=L j=1
Take a threshold, = 0001, if o<0o,, the model is Markov chain.

ILLUSTRATION
There is a Internetware system in some chemicdlpdmarmaceutical industry, when the system is the,state
transition is occurred. Data obtained by a systeasifollows:

x=[0.20.20.30.10.2; 040.20.10.30; 03@®20.30.1;00.10.20.30.4; 0.20.30.4®M.00.20.30.30.2;
0400.20.10.3; 06000.40.17];

y=[ 0.26 0.20 0.24 0.23 0.07; 0.12 0.14 0.36 @2ZD; 0.19 0.18 0.29 0.22 0.12; 0.25 0.19 0.26 0.21; 0.21
0.230.250.22 0.08; 0.250.18 0.23 0.23 0.1240.16 0.24 0.30 0.16; 0.100.10 0.350.330,.12]
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According to formula (14), compute and get trapnsitmatrix P .

P1=[0.0933 0.2113 0.3503 0.0109 0.4243
0.1083 0.2961 0.2649 0.0320 0.2140;
0.3900 0.5468 -0.0288 0.2704 0.1863;
0.3443 0.1343 0.2113 0.2646 0.2832;
0.1240 0.0774 0.0591 0.0993 0.1873];

But, the value on row 3 line 3 is negative. Thikueas not transition probability, because it does make sure that
transition probability is non-negative.

According to transition probability approximate gautation model, formula (17) and computation methaded on
projection gradient, compute and get the followiegult:

P2=[0.0814 0.0963 0.3774 0.3327 0.1122;
0.1588 0.2432 0.4895 0.0830 0.0255;
0.3784 0.2933 0.0033 0.2384 0.0867;
0.0751 0.0964 0.3369 0.3283 0.1632;
0.3656 0.1551 0.1251 0.2252 0.1290];

8 5 o —
o= (yij = Yij )2 /19=4.2632e-004, g<op= 0001(the given threshold) so it is Markov chain model.
i=1j=1
Compare P1, P2, combine the lines successivdlyrio a 1x 25 matrix. The comparison of computation results as
in Figure 1 shows that these two have the appraeirmand result. But P2 is the best result. It nsakere Markov
chain transfer law and the characteristics of ftemsmatrix.

P1--P2

0.6

o
o
!
N B

o I
w >

Transition Probability
o
N

0.1F

01 . . . .
0 5 10 15 20 25
Transiton Time

Fig. 1. Comparison of computation results
CONCLUSION

To compute internetware reliability based on Markdwain, the acquisition of transition probabilitgdaquantum
chemistry calculation is the important basic fagtdrhis paper has analyzed internetware reliabddgnputation
method, defined reliability computation model anansition probability, and studied the constructafnViarkov

chain of internetware reliability. It has also ayzald the acquisition of component transition pralitsgbproposed
the method to calculate transition probability tsing the occupancy of component executing tramsii® sample
data, studied transition probability matrix compigta method based on the minimum quadratic diffeeeand then
put forward the method to prove its efficiency. drder to prove Markov chain law and that the rownsof

transition probability matrix is 1 and non-negafiwad to improve the efficiency of transition prbbidy matrix

computation, the approximation algorithm based mjegtion gradient has been designed. The expetingsalt

proves that the presented method and design cotigputaan effectively calculate internetware traiosit
probability matrix with a good practical value aridrnetware reliability computation.

The study on transition probability has caught gra#ention and been widely used. Document [10]Jppses
transition probability estimation method by usinglered probability to select model based on Markbain
degradation model. Document [11] puts forward ctoditransition probability computation method bsing the
decline of related information in information thgaas time passes by under the influence of cedairditional
probability in credit model. Document [12] explaith® non-reasonability about transition probabilitgependence
hypothesis from section length distribution proliaband gets transition probability computationthmed, which is
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more effective than classic HMM’s Baum-Welch itératalgorithm re-estimating transition probabiliffocument
[13] estimated and predicts future state based arkd¥ chain transition matrix on secondary loan puts forward
the innovated transition matrix estimation. Docutr{dd] puts forward the application study of Marktransition
probability on medicine. Document [15] computesnsition probability by using Monte-Carlo samplingda
Bayesian method on asynchronous vector Markov geocEhese studies improve the efficiency and acguoh
transition probability computation and the appligaton special occasions. Many things about tramsjirobability
need further study. The method to acquire transiimbability sample, the influence of the amounsamples on
transition accuracy, and the influence of interm@tironment on transition probability and so on taréde studied
further.
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