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ABSTRACT

Algae density model of diatom and blue algae in Xiangxi Bay of Three Gorges Reservoir was established by
artificial neural network (ANN) technology. Using stepwise multiple linear regression method, the important
environmental factors (nitrate, ammonium nitrogen, total phosphates, phosphate, silicate and water temperature)
were selected as input variables in ANN model. The optimal structure of the ANN model was determined, which has
two hidden layers (number of neuronsin the first hidden layer: 5; number of neuronsin the second hidden layer: 4).
The ANN model has been shown to perform well for simulating the algal density of diatom and blue algae

simultaneously, in which the training st R? values are 0.738 (diatom) and 0.949 (blue algae), the test set R?
values are 0.773 (diatom) and 0.870 (blue algae), respectively.
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INTRODUCTION

Since 2009 Three Gorges reservoir (TGR) was crelayetihree-Gorge Dam in China measuring an aread80 1
km? [1]. With impoundment of Three Gorges Reservdie Xiangxi River, which is the largest tributary time
Hubei portion of TGR, was inundated and the waliew fvelocity in Xiangxi Bay has dropped from theginal
0.43-0.92 m/s [2] to 0.0020-0.0041 m/s [3]. So witblonged retention time and high nutrient congitins, there
were algal blooms in Xiangxi Bay.

To monitoring and controlling algal blooms, it isaessary to establish an algal response modetahagffectively
simulate the timing and magnitude of algae densMighough statistical and deterministic models suah
hydrodynamic and water quality models have beenr#uitional approaches for modeling water envirentmthese
require a significant amount of field data to suppbe analysis due to the complicated nonlineacgsses in algal
blooms [4]. Recently, artificial neural network (A) technology has been successfully applied in watmlity
prediction [5-7] and provides an effective tool dnalysis and modeling nonlinear relationships iolagy [8].
Because ANN can imitate the basic characteristidhe human brain such as self-adaptability, seiffanization
and error tolerant [9, 10], it is able to map tlomlmear relationships. So in this study, the aldgsity of diatom
and blue algae in Xiangxi Bay of Three Gorges Resemwas simultaneously simulated using artificredural
network model. The proposed model may contributadoe efficient management in TGR.

EXPERIMENTAL SECTION

Sampling and Analysis
Samplings were performed monthly at 10 stations- X&) in Xiangxi River (Fig. 1) from January 23 teeBember
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20 in 2013 (no monitoring data in March, April a@atober). Water samples were collected at 0.5 nthdfgpm

surface in the middle of the river using a 5-L Niislsampler (Hydrobios-Kiel). Water temperature (WWas

recorded in situ using multi-parameter water quaitalyzer (Hydrolab DS5). Light intensity (LI) wasonitored

by light intensity meter. Flow velocity (v) was nse@ed by current meter (Vector). Total nitrogen YT Nitrate

(NO3), ammonium nitrogen (N}, total phosphates (TP), phosphate {P@nd silicate (Si¢) were determined in
the laboratory using State Environmental Protecthaiministration (SEPA) standard methods [11]. Thgak
density (AD) of diatom and blue algae were recond@t the algae counter (Algacount S300) [12].
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Fig.1 Sampling stationsin Xiangxi Bay

Artificial Neural Network

The basic structure of an ANN model is usually casgal of three distinctive layers: the input laydse hidden

layer or layers, and the output layer. Each layasists of one or more neuron(s). A neuron is dimear algebraic

function, parameterized with boundary values. Tigaad passing through the neuron is modified byghts and

transfer functions. This process is repeated thtiloutput layer is reached [13]. In this studykopropagation (BP)
algorithm was used in ANN model. This training altfum is a technique that helps distribute the reimoorder to

arrive at minimum error. After the information hgene through the network in a forward direction &mel network

has predicted an output, the back propagation itihgorredistributes the error associated with thigpat back

through the model, and weights are adjusted aaegird[14]. Minimization of the error is achieveddlugh several

iterations. One iteration of this algorithm canvimitten as

Xer = X — A Gy 1)
Where X, is a vector of current weights and biase, is the current gradient;, is the learning rate.

RESULTSAND DISCUSSION

Selection of Input Variables

In ANN model, input variables (independent variablevere selected from environmental factors usbegwise

multiple linear regression (MLR) method, while dlgansity as the output variable (dependent vagjaihe algal

density of diatom during the observation periodiangxi bay ranged from 0 to 8.3983X1@ith mean value of

7.1798x16, while the algal density of blue algae ranged f@ro 1.1640x1Dwith mean value of 6.9044x30
(Fig. 2 . The MLR model was obtained as follows:

AD _ diatom = 5559x10° + 6906x10' TP - 7841x10 PO,
~ 3067x10°SIO, + 6069x10°WT @)
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(R= 0667, Rfdj = 0418 ,F = 16648 ,P = 0000,n =88)
AD _bluealg ae=-2289x10" — 1054x10" NO, — 2028x10"NH,,

+1034x10°TP + 1695x 10°WT (3)
(R= 0678, Rfdj = 0433 ,F = 17643 ,P = 0000,n =88)

The statistical quality of the regression equati@s examined using parameters such as the cooreletiefficient
(R), the squared adjusted correlation coefficielRlig ), the Fisher ratio at the 95% confidence level)

Six important environmental factors (WONH,;, TP, PQ, SiQ, and WT) were selected as input variables (Table 1)
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Fig. 2 Algae density in Xiangxi bay: (A) Diatom density; (B) Blue algae density

Table1 Mean Values of input factors during the observation period in Xiangxi Bay

NO; (mg/L) NH,(mg/L) TP (mg/Ll) PQ(mg/L) SiQ (mg/L) WT (C)

Jan 1.316 0.201 0.133 0.048 6.729 13.57
Feb 0.851 0.424 0.180 0.139 5.019 12.29
May 0.748 0.272 0.174 0.065 4.667 20.77
Jun 1.588 0.497 0.097 0.031 5.032 25.85
Jul 1.328 0.532 0.087 0.012 0.794 30.93
Aug 0.764 0.235 0.086 0.026 5.467 29.47
Sep 1.029 0.574 0.051 0.009 6.789 28.18
Nov 1.772 0.027 0.050 0.016 4.626 20.75
Dec 1.377 0.038 0.112 0.036 7.833 17.83

Optimization of the ANN Sructure

The resulting environmental factors decided by wiep MLR were used for the input layer of ANN mad€he
number of neurons in the hidden layers dependsherptoblem. If the number of hidden neurons is kntla¢
network may not have sufficient degrees of freedoriearn the process correctly. On the other héride number
is too high, the training will take a longer timadathe network may over-fit the data [15]. To detee the
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performance of each ANN model, two different cidewere used: the squared correlation coefficielﬁfx of
training set and test set. The training set (80%) test set (20%) were divided randomly. In thigdgt the
parameter values of the learning rate (0.1) and embum (0.2), as well as maximum training epoch®0)vere
used. Based on a four-layer network, using differmmbers of hidden layer neurons, a number of ANbdels
were developed (Table 2). As a result, the ANN n@déN8, which has two hidden layers (number of rag in
the first hidden layer: 5; number of neurons indkeond hidden layer: 4), was more predictive Withtraining set

R? value of 0.738 (diatom) and 0.949 (blue algae tést setR? value of 0.773 (diatom) and 0.870 (blue algae).
While in MLR model the test seR? values are 0.392 (diatom) and 0.426 (blue aldaean be concluded that the
ANN modeled results are in good agreement withntkasured values (Fig. 3).

Table 2 Features of different ANN modelsand ML R model

No. ANN structure Diatom Blue algae
Ri(training) R(test) R(training) R(test)
ANN1 6-4-1-2 0.734 0.760 0.945 0.830
ANN2 6-4-2-2 0.729 0.770 0.949 0.821
ANN3 6-4-3-2 0.746 0.758 0.946 0.802
ANN4 6-4-4-2 0.730 0.768 0.945 0.841
ANNS5 6-5-1-2 0.732 0.763 0.936 0.832
ANNG 6-5-2-2 0.748 0.773 0.938 0.855
ANN7 6-5-3-2 0.744 0.767 0.938 0.817
ANNS8 6-5-4-2 0.738 0.773 0.949 0.870
ANN9 6-5-5-2 0.739 0.767 0.949 0.822
MLR 0.454 0.392 0.564 0.426
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Fig. 3 Measured values versus predicted valuesfor algae density using optimal ANN model

CONCLUSION

The artificial neural network model of various agdensity in Xiangxi Bay of Three Gorges Reserwsés
established. Using stepwise MLR method, the immbrgsvironmental factors (NONH,, TP, PQ, SiQ, and WT)
were selected as input variables in ANN model. AN model has been shown to perform well for sirtin@the

algae density of diatom and blue algae simultarigpimswhich the training setR? values are 0.738 (diatom) and
0.949 (blue algae), the test s&® values are 0.773 (diatom) and 0.870 (blue algaspectively.
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