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ABSTRACT

The fault parameters of ball mill was unnoticed aigdarge amount of data, According to the phenameit put
forward a fault diagnosis method of rough set ttimojze neural network, and by using width algorittsa that the
fault sample set of ball mill had been processedt thie discrete way. Firstly, it builded a diagreosiodel of rough
set-neural network, the diagnosis model had pratiidy and superiority compared with single netianodel.
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INTRODUCTION

For a long time, due to the restrictions of diagimogquipment and technology, the technician carddict

accurately and quickly the occurrence of ball fi@lllt, so it directly leads to shutdown, a majoomamic loss, and
causes casualties if it broke down in the procdssgoipment operation; In theory, some fault canaleided

through regular repair and maintenance of the eneiy, but because of blindness is very big , ifledsad to

"Over Maintenance" or "owe maintenance”, and it wasaste of resources and unnecessary economesldss
need many monitoring parameters in the processlbfbill work. In addition, the correlation betwedre different

parameters made the modeling more difficult. Du¢he sudden, randomness, disorder of fault, maames and
repair is very difficult. Therefore, how to effestly use the recorded history data to diagnosedise of the fault
in line with the known data, it was a problem tosléved that predict the future running statusaif mill.

EXPERIMENTAL SECTION

Design of therough set -neural network diagnosis model

The operation parameters variation showed whetteetwere faults of the ball mill or not but theanbe of these
parameters may not be perceived among a large dnodwate, so the paper used the fault diagnosithadeof
rough set theory combination of BP neural netwarlgther words, rough set had been as the fronésysusing the
rough set optimized neural network. Firstly, itesgéd the fault sample set of ball mill, and setinfprmation
system tables. Secondly, it had data preprocesaimg),had reduced the information system by usinghoset,
eliminated the redundant attributes and repeatnmdtion, acquired the simplest decision table keydabmposition
of minimum condition attribute sets and nuclearpgnties, and as the basis of neural network trgisample, the
training input and output sample of neural netwoakl been determined from the simplest decisioretdtihally,
according to training samples, the node numbereofral network input layer, hidden layer and outiayer had
been determined, based on these samples, it tramedested the neural network. The flow chartalf mill fault
diagnosis as shown in Fig.1.
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Fig. 1. Theflow chart of ball mill fault diagnosis

Fault diagnosis process of ball mill

Ball Mill Fault Sample Set

The ball mill had very huge job data, so in somed®n fault attribute were regarded as the camwliattribute of
rough set, it need to apply the observation daféetnf sensors, instrumentation, etc, now it seléqiart of the fault
data as fault sample sets, and had applicatioargsef the algorithm. Specific as follows:

Selection of ball mill fault: high pressure pipdimf feed end leakage, high pressure pipeline sthdirge end
leakage, low voltage tube leakage, pinion-geari¢aktion piping leakage, high pressure pump faillo®; pressure
pump failure, pinion-gear pump failure, lubricating dirty, cooling system failure, as the decisiattribute of
rough set, these were denoted by (1, 2, 3, 4, B8®), respectively.

Selection of real-time parameters when the faufipeaed: main bearing temperature of feed end, imaaming
temperature of discharge end, pinion-gear beagngperature, high oil pressure of feed end, highprksure of
discharge end, low oil pressure, pinion-gear awfl hyperbaric pressure differential transmittenw Ivoltage
pressure differential transmitter, pinion-gear puge differential transmitter, as the conditiomilatite of rough set,
these were denoted by(a, b, c, d, e, f, g, h, iegpectively. And it created the attributes denigable of ball mill
parts fault sample sets, as shown in Tab. 1.

Table 1. The ball mill partsfault samplesinformation table

Fault sample: Condition attributes — Decision attribute
a b c d e f g h 0| ]
Ul 63| 35| 32| 1.2 3.5 03 100 |0 |0 |0 1
U2 36| 61| 32| 3.9 1.0 03 100 [0 |0 |O 2
U3 36| 35| 32| 39 35 0.06 100 |0 |0 |O 3
U4 36| 35| 63| 3.9 3.5 0.3 5( 0O |0 |0 4
us 65| 65| 32| 0.8 0.9 03 100 [0 |0 |O 5
U6 40| 41| 38| 3.9 35 0.0y 100 |0 |0 |0 6
u7 36| 35| 65| 3.9 3.5 0.3 3( 0O [0 |0 7
us 65| 66| 67| 16 13 015 6 1 (1 |1 8
U9 64| 65| 66/ 3.9 3.9 02 100 [0 |0 |O 9

Preprocessing of data

(1) Discretization of data

The saved data of mill failure data acquisitiontsgs were continuous analogue, so the data needetirstion

before adopting the algorithm of rough set. Themiszation can reduce the number of given contisuattribute

values, the expression of discrete attributes vedwser than the continuous attributes in knowledgescrete

attribute were easier to understand, use and netiion to users and experts. The paper used ¢hieoch of data
discretization were width algorithm: there usedeimdl number were 6, the range of numerical atteibu

[Xmin,Xmax] had been divided 6 interval, and each interval hd same width, which were equal

to (Xmin’xma%. Through analysis of fault sample data of milleréh had discretization to fault sample

information table with same width, after arrangetnas shown in Tab.2.
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Table 2. The ball mill partsfault samplesinformation table after discretization

Fault samples Cogdmon atftrlbutes — Decision attribute
Ul
U2
U3
U4
U5
U6
u7
U8
U9

D

OOk |(0|O|O|~|O|T
ollolololololololS

g|ujo|o|jul|o|o|o|u|®
gl |ojo|o|o|o|o
g|Rrlafajoja|a|ol|o
gjojuju|joja|a|rr|ul
Wirkrlgogjg|o|jug|ul
alNvolalg|k|lalol|o|Q
Ol=lololololololol—
OO(N[O|O|B|W|IN|F-

(2) Attribute reduction of rough set

Not all knowledge in the knowledge base were inglisable, at the same time, some knowledge wasssskle
knowledge decision, even it was redundant, it lathterproductive to the fault diagnosis of knowledgasoning.
There used reduction algorithm based on identiftgbihatrix.

If s=(uRr) was a information decision system, whetewas domain, and) ={x.x.-.x}; R was attributes
combination, ancR=A0D, A={a,a,-,a} was condition attributes> was decision attribut@s(xi) was the values

of attributea in the samplex;. The definition of; was the element of line column | in the identifiability matrix.
C defined as follows:

al A alx)# a(XJ )} D(x)# D(x, )
¢, =40 D(K): D(XJ)
-1 alx ) # alx, Jand{x )= D(x )

where i, j0[Ln]

In order to introduce conveniently the reductiontmod, if T was the original decision tabley was the
identifiability matrix of T, A was the set of all condition attributes in the S was the set of all condition
attributesB . The item of the condition attribute combinationas 1 in the matrix shown: In addition to the
attributes, other attributes without the distinging ability between the two records, that is tg, $he attribute was
nuclear attribute.

The construction of rough set and neural network diagnosis model

The model used 3 layers BP neural network strudtina is: input layer, hidden layer and outputeldy the goal
was diagnosis for the ball mill failure. It build&P neural network model with the fault sampledefore and after
rough set attribute reduction. Neural network iranfunction was trained its learning rate was variable in the
process of training; learning function was the tiorc based on gradient descent method: learrtbe transfer
function was log-sigmoid; the performance functwwas mean-variance function mse; the training nunvies
2000; the training error was 0.001; the learnirtg mas 0.08; the input layer were 15; the outpydavere 3; the
hidden layer had been selected 31 through theirigaiThe training results of BP neural network befattribute
reduction was shown in Fig.2. The fault samplest{sas {b, d, f,g, i} ) after rough set attributeduetion built BP
neural network model, the training results had bsewn in Fig.3.
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Fig.2. The BP neural network beforethe attribute reduction
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Fig.3. The BP neural network after the attribute reduction

As the training results of two pictures indicatéite results of classification were basic consisteat according to
the rough set algorithm reduction, the neural netved failure sample set training had change trainparameters,
that was: the training time decreased from 9.062®rb the attribute reduction to 3.542s after thteibaite
reduction, the training number decreased from 1lbhé®re the attribute reduction to 268 after theilaite
reduction, the mean-square error reduced from @2®166 before the attribute reduction to 0.0004328%er the
attribute reduction, on the whole, according to thegh set algorithm reduction, the neural netwofkailure
sample set training had shorter training time, temising steps and higher training accuracy.

RESULTSAND DISCUSSION

Thenetwork training interface and fault diagnosisresults of ball mill

The weight and thresholds of the input layer, hidldger and output layer with BP neural networkdpefand after
attribute reduction had been saved, it had the &rah network knowledge base of fault diagnosig4Rias the
network training interface and fault diagnosis ¢abbf ball mill, the failure data were input to ttiegnostic table,
set the fault threshold was 0.7, if the fault thid greater than 0.7, the fault had been considénem Fig4, it had
fault that BP neural network fault diagnosis resudefore and after attribute reduction, and thet faere both
pinion-gear lubrication piping leakage, but thelfaliagnosis result of rough set combined with Bfinal network
were more accurate than the fault diagnosis re$gingle BP neural network.
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Fig.4. The network training interface and fault diagnosis table of ball mill

CONCLUSION

Through the above analysis, by comparing the f@ialjnosis result of rough set combined with BP aknetwork
with the fault diagnosis result of single BP neuratwork, it had reduction to information systenmgsrough set,
eliminated the redundant attributes and repeatrnmtion, and obtained the simplest decision tabtaiiconsisting
of minimum condition attribute set and nucleusilatite, as the basis for the neural network trairsagples, the
neural network had shorter training time, lessniraj steps and higher training accuracy, the fdialynosis result
were more accurate.
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